
I. INTRODUCTION 
uzzy inference system (FIS) is a computational 
technique that relies on fuzzy logic [1] for 
performing input-output mapping. FIS is featured by 

its interpretability, ability to deal with vagueness and 
incompleteness of knowledge and the ability of describing 
non-linear relationships between input and output. However, it 
lacks learning capability and systematic design [2]. 

One of the most important issues of designing FIS is 
determining the structure of its rule base that best suits the 
problem. In most classification problems, it is difficult for 
human experts to provide sufficient information required to 
generate fuzzy rules. Therefore, computational methods are 
used to generate fuzzy rules from data automatically. 

 Several methods for extracting fuzzy rules from data have 
been proposed. Data clustering is one of the most widely used 
approaches for rule base generation. Data clustering methods 
aim to group data into clusters based on a similarity measure. 
Fuzzy sets of an input variable can be obtained from data 
clusters by projecting each cluster to the dimension that 
corresponds to the input. For example, subtractive clustering 
method presented in [3] is used to extract fuzzy rules from 
data. This method selects the data point with many 

neighboring data points as a cluster center and associates the 
neighboring data points to this cluster. Another clustering 
method used to generate fuzzy rules is fuzzy clustering [4]. In 
this method, data elements can be associated to more than one 
cluster. Each data point is assigned a set of membership levels 
which indicate the strength of its association to one or more 
clusters. 

The use of optimization algorithms for fuzzy rules 
generation is suggested by many studies. For example, genetic 
algorithm is used to simultaneously estimate rule base 
structure and parameters of the fuzzy model from data [5]. 
Also, particle swarm optimization is used to obtain the 
antecedents, consequences, and connectives of the fuzzy rules 
base [6]. The use of fuzzy genetic algorithm for automatic 
fuzzy rule generation is investigated in [7]. 

In addition to data clustering and optimization algorithms, 
several methods are suggested by the literature. A method 
presented in [8] aims to generate fuzzy rules automatically by 
optimizing fuzzy neural network. The optimization is 
performed by a hybrid algorithm based on tabu search 
algorithm and least squares algorithm. Algorithms based on a 
tolerance rough sets model are used in [9] to obtain fuzzy 
rules. Resulted rules are then fuzzified using a genetic 
algorithm.  

A method that uses unsupervised learning and reinforcement 
learning for structure identification and parameter estimations 
of fuzzy inference systems is suggested in [2]. In this method, 
unsupervised learning clustering methods to cluster data and 
generate fuzzy inference systems while adjustment and 
deletion of fuzzy rules are achieved using reinforcement 
learning. In [10], a data mining approach based on 
regularization theory is used to refine and generate fuzzy 
classification rules. 

In this paper, we present a method for automatic generation 
of fuzzy classification rules from data. The proposed method is 
based on subtractive clustering optimized using genetic 
algorithm. 

This paper is arranged as follows. A brief description of 
fuzzy inference system is given in section II. Section III 
introduces genetic algorithms. The proposed method is 
presented in section IV. Section V shows experimental results 
obtained by testing the proposed method. The conclusion is 
given in section VI. 
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II. FUZZY INFERENCE SYSTEM 
Fuzzy inference systems (FIS) are widely used in many 

applications, from system modelling, simulation and control to 
classification and decision support. FIS is a computational 
technique that relies on fuzzy logic [1] for performing input-
output mapping. It inherits, from fuzzy logic, the ability to deal 
with vagueness and incompleteness of knowledge and the 
ability of describing non-linear relationships between input 
and output. 

FIS consists of three components: a set of fuzzy if-then 
rules, a database that defines the fuzzy membership functions 
used in these rules and a reasoning mechanism that performs 
the inference process. Inputs are transformed to fuzzy sets 
using the membership functions defined in the FIS’s database 
and the output is computed from the fuzzy rules using the 
reasoning mechanism. The consequent part of FIS’s rules can 
be a fuzzy value (Mamdani model [11]), a crisp value (type 
II), or a function of linear combination of input variables (TSK 
model [12]). In the case of Mamdani model, the process of 
defuzzification is required to produce the final crisp value of 
the output. 

Information required to design FIS and create its rules can 
be obtained from the knowledge of human experts. However, 
with increasing the complexity of the system, the number of 
inputs and the number of fuzzy variables for each input, it 
becomes more difficult for human experts to generate these 
rules. Instead, some computational methods (e.g. data 
clustering) can be used to generate fuzzy rules from data 
automatically. 

Data Clustering 
Data clustering methods aim to group data into clusters of 

data points that feature a certain level of similarity more than 
those in other clusters. Fuzzy sets of an input variable can be 
obtained from data clusters by projecting each cluster to the 
dimension that corresponds to the input. Thus, each cluster 
represents a fuzzy rule whose antecedent part is the fuzzy sets 
resulted from this projection. Many clustering methods require 
the number of clusters to be specified prior to the clustering 
process. Different number of clusters results in different 
clusters properties, hence different fuzzy rules. In addition to 
the number of clusters, each clustering method has its own 
parameters that affect the clustering process. Finding the right 
number of clusters and other clustering parameters for a given 
application is difficult in many cases. On the other hand, there 
are some clustering methods that do not require the number of 
clusters to be specified, instead, they rely on a number of 
parameters to perform clustering. One of these methods is 
subtractive clustering [3]. Initially, this method considers that 
each point is a potential cluster center. Then, for each data 
point, it computes the potential, defined as the density of the 
neighboring data points which is a function of the Euclidean 
distances to all other data points: 
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where Pi is the potential of data point i and ra is the radius in 
which other points have significant effect on the potential of 
data point i. 

The point with greatest potential is chosen as a first cluster 
center, and the potentials of all other points are revised by 
subtracting an amount that is a function of their distances to 
the first center: 
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where rb
 is the radius in which points will have significant 

reduction in potential, i.e. are less likely to be selected as the 
next cluster center. This radius can be expressed as 
multiplication of ra

 by a factor S called squash factor: 

rr ba S=                      (3) 

After potential revision, the data point with the next higher 
potential is selected as a second cluster center candidate. 
Whether this point is accepted as a new cluster center or not 
depends on its potential according to the following conditions: 
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as a new cluster center and the above procedure is repeated. 
Otherwise xk

*  is rejected, its potential set to 0 and the 

procedure is repeated with the data point with next higher 
potential. Here, d min

 is the shortest distance between xk

* and 

all previously found cluster centers and ε and ε  are accept 
and reject ratios respectively. So, the properties of the final 
clusters resulted from this method depends on the following 

parameters: squash factor (S), accept ratio (ε ), reject ratio 
(ε ), and radius (ra

) (or a number of different radii equal to 

the dimension of the clustered data). 

III. GENETIC ALGORITHM 
Genetic algorithm (GA) is a stochastic optimization 

algorithm that imitates natural evolution. Like in natural 
evolution, genetic algorithms generate populations of different 
possible solutions successively. Each generation consists of a 
number of individual solutions, called chromosomes, which 
compete with each other. The fittest chromosomes with respect 
to some criteria get higher probabilities of being selected to 
reproduce the next generation. A chromosome comprises a set 
of coded properties, called genes, which describe the solution. 
Genes are either binary coded or real coded [13] [14]. The 
next generation of chromosomes is produced from selected 
chromosomes, called parents, by a reproduction method. New 
parents are selected for each new child to be generated. There 
are various procedures to select the parents like: roulette 
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wheel, linear ranking and geometric ranking. The reproduction 
of a new generation from parents is usually done using two 
main operators: crossover and mutation. In crossover, 
chromosomes of one child or more are produced from genes of 
two or more parent chromosomes using a crossover technique. 
On the other hand, mutation produces one new chromosome 
by altering one or more genes in a single chromosome [15].  

IV. PROPOSED METHOD 
In this paper, we present a method that aims to generate 

fuzzy rules from data automatically to build a FIS used in data 
classification. The proposed method relies on subtractive 
clustering to create data clusters from which fuzzy rules can be 
obtained. The clustering process is optimized using genetic 
algorithm to produce a FIS that classify data as accurate as 
possible. Input membership functions of the resulted FIS are 
then fine-tuned using GA. The final FIS can be used as an 
initial FIS for neuro-fuzzy system. The block diagram of the 
proposed method is shown in Fig. 1. It comprises of two main 
parts: subtractive clustering and genetic algorithm. 

  

  
Fig.1. Block diagram of proposed method. 

Modeling data are divided into two sets: training data (70%) 
and validation data (30%).  

The parameters of subtractive clustering algorithm (squash 
factor, accept ratio, reject ratio, and a number of radii equal to 
the dimension of the clustered data) are adjusted by the GA. 
Each chromosome contains a set of possible values for these 
parameters. Table I depicts the structure of a chromosome. For 
each chromosome in a generation, training data are clustered 
by subtractive clustering algorithm with clustering parameters 
contained in the chromosome and a FIS is built. Both training 
and validation data are classified by the resulted FIS and the 
classification performance for each data set is evaluated. GA 
selects parent chromosomes to produce the next generation 
using a fitness function which incorporates the evaluated 
performances. Including classification performance of 
validation data in fitness function is necessary to prevent over-
fitting training data by generating too many rules. 

Three different metrics are used to evaluate classification 
performance: accuracy, sensitivity and specificity. Accuracy is 
defined as the ratio of the number of all correctly classified 

data points to the number of overall data points: 
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where TP (true positive) is the number of correctly 
classified positives, TN (true negative) is the number of 
correctly classified negatives, FP (false positive) is the number 
of negatives misclassified as positives, and FN (false negative) 
is the number of positives misclassified as negatives. 

Accuracy gives an overall indication of classification 
performance; however, it does not provide an insight into 
classification performance for each class separately. To 
measure the classification performance for positive and 
negative classes separately, sensitivity and specificity are used 
respectively. Sensitivity is defined as the ratio of the number 
of correctly classified positives to the number of all actual 
positives: 
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Similarly, specificity is defined as the ratio of the number of 
correctly classified negatives to the number of all actual 
negatives: 

FPTN
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Using these three metrics for validation and training data, 
the fitness function can be written as: 

 
F=W1*Actr+W2*Sntr+W3*Sptr+ 
     W4*Acva+W5*Snva+W6*Spva              (7) 

 
where Actr, Sntr and Sptr are the training accuracy, 

sensitivity, and specificity respectively, Acav, Snav and Spav are 
the validation accuracy, sensitivity, and specificity 
respectively, and W1 to W6 are their corresponding weights. 

 Table I. Chromosome structure for subtractive clustering 
optimization. 
Radius1 Radius 2 …… Radius n 
Squash factor Accept ratio Reject ratio 

 
The final step of proposed method is fine-tuning of input 

membership functions. This is done by a GA whose 
chromosomes contain a tuning variable for each membership 
function parameter. The input membership function used is 
Gaussian function which has two parameters. Gaussian 
function has a symmetric bell shape and is defined as follows: 
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where c is the center of the of the bell shape and σ (standard 
deviation) controls the width of the bell. The chromosome 
structure is shown in Table II, where cij and σij are the center 
and standard deviation of the jth membership function of the 
ith input. 

Input 
Data 

Validation 
data 

Training 
data 

 

Subtractive Clustering 

Evaluate FIS 

Genetic Algorithm 

Evaluate FIS 
 

Genetic Algorithm 
 

Final FIS 
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Table II. Chromosome structure for input membership function 
parameters optimization. 

c11 σ11 c12 σ12 … … c1j σ1j 
c21 σ21 c22 σ22 … … c2j σ2j 
: : : : : : : : 
ci1 σi1 ci2 σi2 … … cij σij 

V. EXPERIMENTAL STUDY 
To evaluate performance of the proposed method, three 

different data sets are used for testing. Each data set is divided 
into two sets: modeling data (70%) and testing data (30%). 
Modeling data are used to build a FIS using the proposed 
method and to train the resulted FIS using a neuro-fuzzy 
system. The neuro-fuzzy system used is “Adaptive Network-
based Fuzzy Inference System” (ANFIS). ANFIS, introduced 
by Jang (1993), is a method for training FIS parameters 
through a hybrid learning rule which combines the back-
propagation gradient descent method and a least-squares 
method [16]. Accuracy, sensitivity and specificity of the 
resulted FIS are computed for each data set using testing data 
partition. These results are compared to results of a number of 
ANFIS models whose fuzzy rules are generated by fuzzy c-
means (FCM) clustering method with various cluster numbers 
(number of rules). Testing results for each model are the 
average results of multiple evaluations each with different 
random data sampling. Number of GA population used is 40 
and maximum number of generations is 100. 

The three data sets used in testing are: Pima data set, BUPA 
data set and bladder cancer data set. All data are normalized 
before being used in training or testing. Pima and BUPA data 
sets are taken from University of California in Irvine (UCI) 
Machine Learning Repository [17]. 

A. Pima data set 
Pima data set contains 768 records of Pima Indian patients 

from USA tested for diabetes. All patients are females at least 
21 years old. Table III shows details of Pima data set. 

Table III. Details of Pima data set. 
Number of instances 768 
Number of +ve/-ve 268/500 
Number of attributes 9 

Classification results of BUPA data set are shown in Table 
IV. The first eight rows are results of classification using 8 
FIS’s trained by ANFIS and generated by fuzzy c-means 
clustering with different number of clusters. Bold results 
indicate best results among these rows. The last row shows the 
results of classification using a FIS generated by the proposed 
method (Subtractive Clustering and Genetic Algorithm, 
SCGA) and trained by ANFIS. 

As shown in the Table IV, the accuracy and sensitivity of 
the proposed method are higher than the highest accuracy and 
sensitivity of the eight ANFIS models. However, there are two 
ANFIS models whose specificities are higher than that of the 
proposed method. In general, the proposed method tries to find 

the optimal solution which has the best classification 
performance with respect to all the three metrics. Fig. 2 and 
Fig. 3 show plots of sensitivity and specificity respectively, for 
the eight ANFIS models. The dotted line in each figure 
represents the result of the proposed methods. These figures 
clearly show the tradeoff between sensitivity and specificity. 

Table IV. Classification results for Pima data set. 
Rule 
generation 
method 

Number 
of rules 

Accuracy   
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

FCM 2 76.30 56.60 86.60 
FCM 3 77.10 52.20 89.30 
FCM 5 76.60 57.00 86.50 
FCM 10 75.80 57.20 85.90 
FCM 15 72.40 55.00 81.50 
FCM 25 70.87 38.69 86.64 
FCM 40 67.39 18.54 93.18 
FCM 50 65.83 27.17 86.83 

SCGA Auto 77.13 58.30 87.12 

 

 
Fig.2. Sensitivity versus number of rules for the eight ANFIS models 

for Pima data set. 

 
Fig.3. Specificity versus number of rules for the eight ANFIS models 

for Pima data set. 

Fig. 4 and Fig 5 depict plots of testing and training 
accuracies respectively. The dotted line in each figure 
represents the result of the proposed methods. It is noticed that 
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increasing the number of rules increases training accuracy; 
however, it reduces testing accuracy (over-fitting). The 
proposed method tries to avoid the problem of over-fitting by 
finding the optimal solution for both training and validation. 

 
Fig.4. Testing accuracy versus number of rules for the eight ANFIS 
models for Pima data set. 

 
Fig.5. Training accuracy versus number of rules for the eight 

ANFIS models for Pima data set. 

B. BUPA data set 
BUPA data set contains 345 records of liver patients from 

USA. Details of BUPA data set are shown in Table V.  
As with Pima data set, BUPA data set is used to compare 

classification performance of the proposed method to the 
performance of eight ANFIS models. The results are shown in 
Table VI. The proposed method has higher accuracy than all 
the eight models and sensitivity that is very close to the highest 
one. The plots of testing and training accuracies are shown in 
Fig. 6 and Fig. 7 respectively. 

 

Table V. Details of BUPA data set. 
Number of instances 345 
Number of +ve/-ve 200/145  
Number of attributes 7 

 

Table VI. Classification results for BUPA data set. 
Rule 
generation 
method 

Number 
of rules 

Accuracy   
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

FCM 2 70.20 79.10 58.30 
FCM 3 71.35 79.05 59.56 
FCM 5 70.40 87.30 45.80 
FCM 10 64.80 69.80 58.10 
FCM 15 64.20 88.60 24.70 
FCM 25 64.81 73.66 53.56 
FCM 40 63.85 64.01 61.06 
FCM 50 65.77 80.22 44.26 

SCGA Auto 71.92 78.29 60.96 

  

 
Fig.6. Sensitivity versus number of rules for the eight ANFIS models 

for BUPA data set. 

 
Fig.7. Specificity versus number of rules for the eight ANFIS models 

for BUPA data set. 

C. Bladder cancer data set 
Bladder cancer data set comprises of progression 

information of 234 patients who had undergone surgical tumor 
removal for bladder cancer. Table VII shows details of this 
data set. Results of classification testing and comparison are 
shown in Table VIII. The plots of testing and training 
accuracies are shown in Fig. 6 and Fig. 7 respectively. 
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Table VII. Details of bladder cancer data set. 
Number of instances 234 
Number of +ve/-ve 163/71  
Number of attributes 8 

Table VIII. Classification results for bladder cancer data set. 
Rule 
generation 
method 

Number 
of rules 

Accuracy   
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

FCM 2 71.70 20.00 94.40 
FCM 3 75.90 16.20 98.90 
FCM 5 70.30 26.20 90.10 
FCM 10 74.50 26.00 94.80 
FCM 15 64.10 24.50 89.70 
FCM 25 62.80 8.25 97.60 
FCM 40 66.20 8.00 100.00 
FCM 50 73.10 10.60 97.60 

SCGA Auto 77.93 14.44 99.00 

 

 
Fig.8. Sensitivity versus number of rules for the eight ANFIS models 

for bladder cancer data set. 

 
Fig.9. Specificity versus number of rules for the eight ANFIS 

models for bladder cancer data set. 

VI. CONCLUSION 
In this paper, we proposed a method based on subtractive 

clustering and genetic algorithm to automatically generate 
fuzzy rules for data classification. The proposed method 

searches for the FIS structure and the number of rules that best 
compromise between classification performance of training 
and validation. Experimental results show that the proposed 
method has better accuracy than one of the widely used 
clustering method (fuzzy c-means) and a well compromised 
sensitivity and specificity. Results also show that FIS 
generated by the proposed method avoids data over-fitting.  
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