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Abstract— This article investigates a methodology to design 

an automated supervision report, ensuring the suitability 

between the designers and the users of an algorithm. For this 

purpose, we built a super-vision tool, focused on error 

diagnosis.  

The argumentation of the article relies first on the 

exposition of the reasons to use model reports as a supervision 

artefact, with a prototype of implementation at an organization 

level, describing the necessary tooling to industrialize its 

production.  

Finally, we propose a method for supervising machine 

learning algorithms in a responsible and sustainable way, 

starting from the conception of the algorithm, along its 

development and dur-ing its operating phase. 

Keywords— Artificial intelligence (AI), error diagnosis, 

machine learn-ing (ML) supervision, operations 

 

I. INTRODUCTION AND STATE OF THE ART 

 
HE recent advances of the responsible AI field 
demonstrate a certain maturity and impact outside of 

the academic sphere [1]. The ethical guidelines proposed by 
a diversity of actors have focused over five main principles: 
transparency, justice and fairness, non-maleficence, 
accountability and privacy preserving [2].  

 
To address the first two principles, the new generation of 

interpretability tooling [3, 4], have let emerge different 
interactions with users. Indeed, where the previous 
generation focused on providing statistical description of 
how predictions are computed by an algorithm, this new 
tooling formulates information in a digest way for non-
technical users which can better apprehend the algorithm’s 
behaviors.  The transparency offered by interpretability 
tooling have led to better auditing tools and the model cards 
represent a standard, implemented in the industry, for 
algorithmic fairness evaluation [6]. 

The MLUX approach digs even deeper into the Human-
AI collaboration, as it expresses explicit metrics to optimize, 
in a context of AI-assisted decision making, with notions of 
Dissonance, Trust Compatibility Score and Error 

Compatibility Score, to evaluate the continuous 
improvement of algorithms in their iterative development 
phase [5].    

On another side, the global ML engineering practices 
have gain experience and accuracy [17], conducting the 
industrialization of ML algorithms production pipelines to 
observe a lot more parameters [18, 19]. Operating engineers 
have now a wider comprehension of how the models behave 
in production, at least at a technical level. This push the 
transparency and accountability limits to a new level, with a 
finer grain of understanding of how the technical process 
that leads to the training and the operating of a ML 
algorithm works. 

 
Finally, privacy preserving machine learning techniques, 

such as federated learning [27] have been widely researched 
deployed by industrials such as Google. The health 
applications of those techniques seems to become the future 
of the discipline [28]. Other methods such as homomorphic 
encryption seems to promise a future where machine 
learning can be possible without compromising users 
personal data [29]. 

 
 We propose in this article a supervision tool 
concept, focused on error diagnosis based mainly on the 
transparency, fairness and accountability principles. As 
algorithmic failures involve an increasing number of 
parameters, the need of supervision for ethical purposes 
grows. As ML-based products have a deep impact on its 
users, we propose to include them directly in the definition 
of the supervision report construction.   

 
In order to isolate the accountability of each actor of an 

intelligent system chain, we simplify in this article the chain 
around three main roles: designers, who collect knowledge 
about a specific behavior in order to transform it into an 
intelligent system; operators who maintain this system; and 
users, who can have a deep feedback on the intelligent 
systems they use [8]. 

 
 

T 
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II. WHAT TO SHOW IN A MODEL REPORT 
In order to supervise a system, web-oriented applications, 

or industrial software have developed strong methodology 
and tooling. These sub-fields of computer science have 
specified operational processes to optimize products quality 
and human safety [9, 15]. 

Fig1. Model supervision pyramid 

 
 
To help supervise a model production pipeline, which 

will orchestrate a recipe of operations, applied sequentially, 
in a distributed environment and to specific data, we must 
observe two types of behaviors. 

We will first find technical behaviors, which will help 
define the model observability layer, based on the data and 
process foundation layers’ integrity. Indicators to observe 
may be in the following behaviors:  

- Automated processing, to deduce software artefacts 
quality, as well as their underlying operational 
infrastructure. The indicators on these criteria can be 
expressed as the ML model specification consistency. 
- Production algorithm’s quality, based on quantitative 
analysis on production context (production data, inference 
service performances, etc.). 
- Drift operations on operational data, along the measure 
of process quality. 
- Carbon footprint, using appropriate tooling to evaluate 
each process electricity consumption and their carbon 
emission equivalence on the relying infrastructure [10]-
[11] 
 
By assessing those behaviors, an essential knowledge is 

developed about the model. During its production phase, a 
technical view of its state, compared to its development 
phase can be built to detect any variation from its nominal 
state. A clear communication between operators and 
designers is needed, through a shared comprehension of the 
previously listed indicators. 

 
We can also measure less technical behaviors, which will 

be linked to the algorithm’s usage and to the effectiveness of 
its collaboration with its users. A specific methodology, 
detailed in the Error matrix workshop [23] proposes to link 
a business interpretation of a baseline algorithm to 
measurable and actionable indicators, focusing on errors or 
trips of the algorithm. By designing the user’s error 
experience, this workshop makes users ask themselves 

mitigating questions as: 
- What is the operational cost of an error?  
- How to prevent the algorithm from failing in the 
identified corner cases?  
- In case of recommender systems or decision assisting 
algorithms, how to identify and move beyond a bad 
recommendation ?  
 
A domain that expresses an urgent need for qualitative 

recommendations systems is scientific communication, 
especially on the internet where the hierarchization of the 
information during the COVID-19 pandemic, because of its 
impact on the public health [12]. 

 
The collaboration between designers and users helps 

design a safer system, with the inclusion of more tripping 
patterns and methods to mitigate them. The MSResearch 

Responsible AI team have proposed a user-centred 
development approach, proposing a list of conception 
patterns embedded in an iterative methodology to explore 
model limitations in collaboration with the system’s users. 

 
Fig2: Caja exploration workflow, from input data to 

user’s feedback collection [24] 

 
This Bayesian iteration on model parameters, based on 

user feedback on the algorithm’s recommendations, leads to 
a more robust production algorithm [24]. An interesting 
feature of this methodology is that it optimizes criteria that 
are neither technical nor related to the business objectives 
behind the algorithm’s design: it looks forward to increasing 
the trust of a user. During this iterative process, they define 
two types of metrics: descending compatibility between two 
versions of the same algorithms, and its antagonist : 
dissonance between a version of a model and its update 
toward the input data.   

 
For a specific cohort, it is also possible to compute Trust 

& Error Compatibility scores. which will help model’s 
operators anticipate a new version produced by its 
designers. Those scores might also be interesting to 
supervise at a global level, from the users, as they increase 
the model explainability and the trust users can give to its 
decisions. 

 
Those technical but user-oriented evaluation criteria may 

be completed by socio-technical ones, as suggested by Upol 
Ehsan in his methodology for a shared exploration [14], 
among all available information about the model design & 
development. Data sources and their transformations, 
organizational constraints and business objectives, helps the 
user understand the behavior of the model and lead to the 
expression of an optimal definition of the model and its 
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behaviors, especially on failing mode.  
 
One can argue that those interpretability analysis tools 

and methods, mainly based on the computation of Shapley 
values contributions or other statistical methods may be 
difficult to monitor on production, by their versatile nature 
and the fact that they cannot collect all the information used 
by an algorithm to score a prediction. Computing multiple 
times the Shapley values for a single version of an algorithm 
could lead to very different values thus a decrease of 
comprehension and trust for the users. As this versatility has 
not been issued by the literature, few mitigation process 
exists except computing those values in limited occasions, 
to avoid multiplicity of values. 

III. HOW TO SUPERVISE A MODEL 

A. Start at conception 

 
In the development phase of a ML production pipeline, the 
baseline algorithm helps define on which metrics a feedback 
(which can be, depending on the underlying use case: a 
highly contributing feature, ground truth for numerical 
values of true label for classification algorithms) would be 
used in the production phase to build the adapted collection 
pipeline. On those data collection and feedback collection 
pipelines, technical indicators can be easy to retrieve and 
automatize [20]- [21].  
 But to determine which indicators would be the 
most impactful on user’s trust and comprehension, a co-
development is necessary of the algorithmic part of the ML 
pipeline.  
 We propose the Error matrix workshop [30], to 
help expert users ask valuable questions to mock an optimal 
diagnosis dashboard. Guided by the responsible AI 
principles (inclusion / fairness, accountability, non-
maleficence, and privacy), a common exploration can lead 
to a shared comprehension on why the algorithm may fail in 
specific situations, and when those corner cases can happen. 
An example of dilemma that can let the user understand the 
statistical complexity abstracted by the algorithm is, in case 
of classification, to propose to them different configurations 
of F1 scores to optimize, explaining how it will impact the 
predictions:  
 Would the user prefer an algorithm that retrieves 
all positives, producing then more false positives? The 
drawback of that configuration is pretty clear for a user:  a 
human review would be needed to relabel false positives. 
Discussing those impacts can lead to the emergence of more 
valuable features or the acknowledgment of more precise 
data sources, which will increase the trust of the users in the 
intelligent system embedding the algorithm, as they are a 
critical part of its development. 
 As the exploration deepens, the user will be able to 
apprehend with more ease the statistical complexity and will 
lead to a deeper comprehension of the algorithm’s 
conception. Mixing that information with socio-technical 
information around the algorithm’s development as design 
and implementations will sharpen the shared comprehension 
and potential flaws of the algorithm. 
 

B. Build a prototype to answer to the right questions 

 
Based on patterns identified during the Error Matrix 

Workshop, an interface can quickly be built using Wizard of 
Oz steps, to provide an asynchronous exploration dashboard 
to operators and users. The purpose of this interface is first 
to start the automation of feedback collection, starting with 
some basic interpretability tooling. The Shapash toolbox [4] 
let its users build in a few line of codes a wrapped 
explainable model, which will help identifying the main 
characteristics of a trained model. 

 

 

 

 

 

 

 

 

Fig 3: Shapash global explanation graph, feature 

importance 





 

 

 

 

 

Fig 4: Shapash global explanation graph, feature 

contribution 

 

 

 

Knowing which feature will have the most impact 
on a prediction made by the algorithm will help understand 
where it may fail in the future. Indeed, challenging the most 
impactful data used to predict a value with users can lead to 
a better understanding of the modelled behaviour and 
enlighten abusive correlations statistically learnt by the 
algorithm. 

 

 

 

 

 

 

 

 

Fig 5: Shapash local explanation graph 
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In addition to global explanations, a second view of the 
local explanations is also helpful in the errors or tripping 
diagnosis. Indeed, in case of a bad prediction or 
recommendation, auditing the local explanation of the 
algorithm can answer to the following questions:  
 
- Why has the algorithm been failing to predict this specific 

case? 
- Is the class of this example enough represented in the train 

dataset? 
- Can we identify which corner cases will always make the 

algorithm fail in a specific parameter? 
 

Studying the answers to these questions, with users and 
domain experts should lead to building representative 
indicators that may be specified following a test referenced 
by the supervision pyramid. Exposing the evolution of the 
indicators in a supervision dashboard, accessible and 
understandable by non-technical users can provide a first 
level of feedback loop, if they are able to comment them. 

 

 

Fig. 6: Algorithm quality layer represented on a 
supervision dashboard 

 

To summarize the state of the model as observed, three kind 
of metrics could be represented in the report: 
- Train metrics, with performance and carbon footprint 

computed during the training phase. 
- Evaluation metrics, computed on a reference test set, and 

compared between different versions of an algorithm. 
Usage of Trust and Error compatibility scores must be 
defined with a shared comprehension between designers, 
operators and users. 

- Data oriented metrics, to understand which behaviors the 
algorithm will have toward specific cohorts of the 
reference test set. 

 

 

C. Automatise the collection of indicators, and iterate with 

users 

 
 Starting with foundations, indicators can be automatically 
extracted on the process layer of the pyramid. As good data 
collection always starts with manual production (a procedure 
detailed in the emerging data architecture [22]). This first 
view of the supervision dashboard, updated on a regular 
basis, will help non-technical users apprehend the complex 
object that has to be supervised. 

Fig. 7 : Data & process quality layer 

 

To ensure the model production process do not induce errors 
in the algorithm’s prediction, the process can be broken into 
unit operations, with custom indicators that reflects the 
quality of the operation directly on the dashboard. 
 
 
 In the fig 7, a data deduplication pipeline is define 
by four main operations: data extraction from several 
databases, indexation of the extracted data, record pair 
comparison based on the indexation and a final 
classification. Highlighting the state of each operation on 
the production data will increase the trust of the user in the 
algorithm’s production pipeline. As the four operations 
shows a green status, the processes can be excluded from a 
potential error diagnosis. 
 Once users are able to understand this level of 
information, an iterative work on the pertinence of shown 
indicators, focusing on getting feedback from users about 
the potential causes of errors. 
 

Finally, the dashboard can be considered as fully 
operational when the three layers of the pyramid are 
represented, providing insightful information for all the 
actors interacting with it. To ensure that users can have a 
real impact on the algorithm, dedicated space to provide 
feedback on the decisions the algorithm have proposed 
should be available directly through the report interface. 
Ensuring this capability for users will lead to a continuous 
improvement of the algorithms by its operators. 
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IV. CONCLUSION 
 

We have explored in this article the main benefits of 
automatising the supervision of an algorithm, through a non-
technical user-friendly dashboard. Exposing up-to-date 
information helps designers build and update predictive 
models in a sustainable and responsible way. It gives the 
opportunity to operators to monitor standardized procedures, 
to limit the potential failures of the model. 

The supervision also benefits to users, who could be 
domain experts, by giving them the ability to provide 
feedback to the model, especially when they can identify 
well know trip patterns. 

 
To achieve this supervision, we have seen that an active 

collaboration is needed. Indeed, collaboration between users 
and designers when building a decision-making predictive 
algorithm have been proved of a better quality if users 
understand how it is behaving, and where potential flaws 
can appear, through the Error matrix workshop. The 
handling of those flaws can be directly integrated into the 
system hosting the algorithm, as the exchange between users 
and designers improves the shared mental model of what the 
system should be in its operating phase. 

Finally, in order to expose these flaws, three kind of 
indicators have been identified in the pyramid of the 
supervision (process, data & algorithm quality), and an 
iterative process has been proposed to build an optimal 
reporting dashboard, with feedback collection features, to let 
users have an impact on the algorithm. 
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