
 

 

 

Abstract— Underwater acoustic positioning system 

(UAPS) is used to know the positions of underwater robots 

and underwater structures. In ultra-short baseline (USBL) 

acoustic positioning systems, the three-dimensional 

position is determined by measuring the time difference of 

arrival (TDOA). In this paper, we investigate the acoustic 

positioning system targeting multiple sound sources and 

propose a simultaneous multi-point measurement method 

using time division and code division multiplexing 

(TD-CDM). TD-CDM provides higher position accuracy 

than code division multiplexing (CDM) and has a much 

shorter positioning time than time division and 

multiplexing (TDM). The effectiveness of TD-CDM has 

been proven by the results of the water tank experiment 

and simulation. 

 

Keywords— underwater acoustic positioning, time 

difference of arrival, time division and code division 

multiplexing, multipath interference 

I. INTRODUCTION 

nderwater acoustic positioning system (UAPS) is used to 

know the positions of underwater robots and underwater 

structures, [1]. The positioning methods of UAPS are generally 

categorized into three types called long baseline (LBL), short 

baseline (SBL), and ultra-short baseline (USBL). USBL uses a 

small array of receiver hydrophones and estimates the arrival of 

angles (AOAs) of a sound source and a distance between a 

sound source and a receiver element. 

The methods of AOA estimation are classified into 

beamforming, [2], [3], and time difference of arrival (TDOA) 

measurement, [4], [5]. We have studied the latter. TDOA 

measurement is suitable for estimating the AOA with a simple 

array having two receiving elements. 

In the TDOA measurement on UAPS, matched filter (MF), 

[6], generalized cross-correlation with phase transform 

(GCC-PHAT), [7], and zero-crossing, [8], algorithms have 

 

 
 

been adopted in the related works. In our previous work, we 

presented impulse response-based GCC-PHAT 

(IR-GCC-PHAT) as a countermeasure to multipath interference, 

[9], [10].  

This paper focuses on the acoustic positioning system 

targeting multiple sound sources. Underwater positioning 

methods for detecting multiple terminal locations are often, 

discussed in underwater wireless sensor networks (UASNs), 

[11], [12], where a distance between terminals and an AOA is 

collected via communication between acoustic modems. In 

typical UASNs, the positioning targets are far apart and it takes 

a long time to get the positions of all terminals. We assume a 

simultaneous multi-point measurement that the sound sources 

are densely located, which differs from the method used in 

UASNs. One of the applications of simultaneous multi-point 

measurement is to monitor the position and posture of 

underwater robots and underwater structures. 

The simultaneous multi-point measurement has hardly been 

discussed in the research field of UAPS. As for indoor 

positioning, the acoustic localization by the use of code 

division multiplexing (CDM) was reported in [13]. The 

fundamental idea of CDM is to assign a different spreading 

code to each sound source. CDM has a shorter positioning time 

than time division multiplexing (TDM). However, CDM 

should take into account the interference between sound 

sources. In underwater acoustics, the strong reflection of 

acoustic waves occurs on the water's surface, water bottom, and 

surrounding walls. Those reflections add further interference to 

degrade the positioning accuracy of CDM. 

We propose a simultaneous multi-point measurement 

method using time division and code division multiplexing 

(TD-CDM). TD-CDM takes an appropriate trade-off between 

positioning accuracy and time by adjusting an overlap ratio in 

sound source sections. In addition, we evaluate positioning 

accuracy by comparing MF and IR-GCC-PHAT algorithms in 

the TDOA measurement algorithms. IR-GCC-PHAT shows 

higher positioning accuracy than MF in a highly reflective 

environment. 

This paper is organized as follows. Section II explains the 

signal model and TDOA measurement algorithms on the 
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simultaneous multi-point measurement. Section III presents the 

three types of multiplexing techniques. Section IV reports the 

experimental results of acoustic positioning. Section V 

discusses the proposed and conventional methods from the 

simulation results. Section VI summarizes our work. 

II. SIMULTANEOUS MULTI-POINT MEASUREMENT 

A. Signal Model 

As well as our previous work, [10], we determine a 

three-dimensional position from two receiving elements and a 

depth sensor. The vertical position can be accurately measured 

in centimeters by the depth sensor, [14]. We explain how to 

measure a distance and an AOA from the two received signals.  

Given a sound source index u for the number of sources U, 

the two received signals 𝑦1(𝑘) and 𝑦2(𝑘) can be modeled by 

using a transmitted signal 𝑥𝑢(𝑘)  and impulse responses  

ℎ1𝑢(𝑘) and ℎ2𝑢(𝑘) as 

 

𝑦1(𝑘) = ∑ {ℎ1𝑢(𝑘) ∗ 𝑥𝑢(𝑘)}𝑈
𝑢=1 + 𝑛1(𝑘)                       

𝑦2(𝑘) = ∑ {ℎ2𝑢(𝑘) ∗ 𝑥𝑢(𝑘)}𝑈
𝑢=1 + 𝑛2(𝑘),                (1) 

 

where k indicates a discrete time index and ∗  shows a 

convolution operation. 𝑛1(𝑘) and 𝑛2(𝑘) are noise components 

uncorrelated with the transmitted signal. It is necessary to 

separate the transmitted signals from the received signals for 

individual sources. The sound source separation will be 

discussed in Section III.  

If the source separation is ideally performed, the desired 

signals for the sound source index u can be expressed as 

 

𝑦1𝑢(𝑘) = ℎ1(𝑘) ∗ 𝑥𝑢(𝑘) + 𝑛1(𝑘)                       

𝑦2𝑢(𝑘) = ℎ2(𝑘) ∗ 𝑥𝑢(𝑘) + 𝑛2(𝑘).                (2) 

 

Since the transmitted signals are used as reference signals on 

the receiver side as for UAPS, their arrival times can be 

detected by computing cross-correlation functions. We use the 

FFT method, [15], for faster computation. The received signals 

of (2) are modeled in the frequency domain as 

 

𝑌1𝑢(𝑙) = DFT𝑁[𝑦1𝑢(𝑘)] = 𝐻1𝑢(𝑙)𝑋𝑢(𝑙) + 𝑁1(𝑙) 

 𝑌2𝑢(𝑙) = DFT𝑁[𝑦2𝑢(𝑘)] = 𝐻2𝑢(𝑙)𝑋𝑢(𝑙) + 𝑁2(𝑙),      (3) 

 

where DFT𝑁[⋅] indicates the discrete Fourier transform for N 

samples and l denotes a discrete frequency index.  

The block diagram of computing a distance and an AOA for 

each source is illustrated in Fig. 1. The AOA is computed from 

the TDOA measurement. We compare the MF and 

IR-GCC-PHAT in the TDOA measurement algorithms. 

B. MF 

In typical UAPSs, the arrival time of the sound source is 

measured by computing the cross-correlation function between 

the transmitted and reference signals. The cross-correlation 

functions are computed as 

Φ1𝑢(𝑘) = IDFT𝑁[𝑌1(𝑙)𝑋𝑢
∗(𝑙)] ≈ ℎ1𝑢(𝑘)                          

Φ2𝑢(𝑘) = IDFT𝑁[𝑌2(𝑙)𝑋𝑢
∗(𝑙)] ≈ ℎ2𝑢(𝑘).                   (4) 

The correlation functions of  Φ1𝑢(𝑘)  and Φ2𝑢(𝑘)  are 

approximated by the impulse responses of ℎ1𝑢(𝑘) and ℎ2𝑢(𝑘) 

for the assumption of  |𝑋(𝑙)| = 1 , |𝐻1𝑢(𝑙)| ≫ |𝑁1(𝑙)| , and 

|𝐻2(𝑙)| ≫ |𝑁2(𝑙)| as  

 

Φ1𝑢(𝑘) = IDFT𝑁[𝐻1𝑢(𝑙)|𝑋𝑢(𝑙)|2 + 𝑁1(𝑙)𝑋𝑢
∗(𝑙)] 

                     = IDFT𝑁[𝐻1𝑢(𝑙) + 𝑁1(𝑙)𝑋𝑢
∗(𝑙)] 

                     ≈ IDFT𝑁[𝐻1𝑢(𝑙)] 
                     ≈ ℎ1𝑢(𝑘) 

Φ2𝑢(𝑘) ≈ ℎ2𝑢(𝑘).                                                       (5) 

 

The distance between the sound source and the first receiver 

element is computed from the arrival time 𝑇𝑢 by detecting the 

highest peak of the correlation function as   

 

𝑅𝑢 = 𝑐 ∙ 𝑇𝑢 = 𝑐 ∙ argmax
𝑘

Φ1𝑢(𝑘)/𝑓𝑠,                   (6) 

 

where a sound velocity is given by 𝑐 and a sampling frequency 

is given by 𝑓𝑠 .  

In the MF algorithm, the TDOA 𝜏𝑢  is simply obtained by 

subtracting the arrival times in the two receiver elements as 

 

𝜏𝑢 = argmax
𝑘

|Φ𝑢1(𝑘)| − argmax
𝑘

|Φ𝑢2(𝑘)|.          (7) 

 

The AOA 𝜃𝑢 can be computed from the TDOA by 

 

𝜃𝑢 = arcsin (
𝑐𝜏𝑢

𝑑
),                            (8) 

 

where d denotes an array spacing between receiver elements. 

C. IR-GCC-PHAT 

The AOA is sensitive to the TDOA because the array spacing 

is given from a few centimeters to a few dozen centimeters in 

USBL. The TDOA measurement is strongly influenced by the 

 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2023.17.20 Volume 17, 2023

E-ISSN: 1998-4464 171



 

 

reflection of sound waves. In underwater acoustics, there are 

many reflected waves due to the reflection on the water's 

surface, bottom, and obstacles, which causes the pseudo-peaks 

to appear in the correlation function. MF tends to induce large 

TDOA measurement errors in a highly reflective environment.  

IR-GCC-PHAT prevents the false detection caused by the 

pseudo peaks in the correlation function by taking generalized 

cross-correlation (GCC) as 

 

𝐺1𝑢(𝑙) = DFT𝑁[|Φ1𝑢(𝑘)|]                                 
𝐺2𝑢(𝑙) = DFT𝑁[|Φ2𝑢(𝑘)|]                           (9) 

𝜓𝑢(𝑘) = IDFT𝑁 [
𝐺1𝑢(𝑙)𝐺2𝑢

∗ (𝑙)

|𝐺1𝑢(𝑙)𝐺2𝑢
∗ (𝑙)|

]                      (10) 

𝜏𝑢 = argmax
𝑘

𝜓𝑢(𝑘).                           (11) 

 

The comparison of MF and IR-GCC-PHAT for a single source 

has been reported in [9].  

D. Calculation of Three-Dimensional Position  

 When the first receiver element is located at the origin 

of [0,0,0], the location of the sound source 𝒑𝑢 = [𝑥𝑢 , 𝑦𝑢 , 𝑧𝑢] 
can be computed from the estimated distance and AOA: 

 

𝑥𝑢 = 𝑅𝑢cos𝜃𝑢                                     

𝑦𝑢 = 𝑅𝑢cos𝜙𝑢                                    

𝑧𝑢 = 𝐷𝑢                                              

cos𝜙𝑢  = √1 − cos2𝜃𝑢 − (
𝐷𝑢

𝑅𝑢
)

2

 ,             (12) 

 

where 𝐷𝑢  denotes the vertical position measured by a depth 

sensor. This localization is carried out by a single TDOA, 

which obtains a higher position accuracy than that of multiple 

TDOAs, [14]. 

III. MULTIPLEXING TECHNIQUES 

The sound source separation (conversion from (1) to (2)) is 

necessary for the simultaneous multi-point measurement. 

Multiplexing is a reasonable idea where the sound sources are 

multiplexed and de-multiplexed in time or code domains. We 

compare TDM, CDM, and TD-CDM in multiplexing 

techniques.  

A. TDM 

TDM prepares individual positioning sections for all sound 

sources. The timing chart of TDM for U=3 is illustrated in Fig. 

2. In the transmitted signals of 𝑥1(𝑘), 𝑥2(𝑘), and 𝑥3(𝑘), their 

timings of transmitting sound sources are separated by the 

interval of N. We set the length of the sound source to N/2 

samples. As shown in the received signal of 𝑦1(𝑘), TDM does 

not induce interference between sound sources as long as the 

positioning interval is designed to be longer than the arrival 

time. 

The source separation by TDM is simple. However, it takes a 

long time to complete positioning for all sources, where the 

total positioning time becomes UN samples. TDM is not 

suitable for monitoring the position and posture of underwater 

robots and underwater structures because the positioning time 
should be as short as possible. 

B. CDM 

As reported in [13], the use of CDM is effective in terms of 

shortening the positioning time. The timing chart of CDM is 

shown in Fig. 3. All sounds are simultaneously transmitted and 

their source locations are identified by individual reference 

signals. The total positioning time is N.  

The source separation by CDM can be performed in the same 

way explained in Section II.B. We express the received signal 

of 𝑦1(𝑘) for U=3 in the frequency domain as  

 

𝑌1(𝑙) = 𝐻11(𝑙)𝑋1(𝑙) + 𝐻12(𝑙)𝑋2(𝑙) + 𝐻13(𝑙)𝑋3(𝑙) + 𝑁1(𝑙)  

    (13) 

 

We compute the cross-correlation function for the first sound 

source by the following equations: 

 

       𝑌1(𝑙)𝑋1
∗(𝑙) = 𝐻11(𝑙)𝑋1(𝑙)𝑋1

∗(𝑙)

+ 𝐻12(𝑙)𝑋2(𝑙)𝑋1
∗(𝑙) + 𝐻13(𝑙)𝑋3(𝑙)𝑋1

∗(𝑙)

+ 𝑁1(𝑙)𝑋1
∗(𝑙) 

(14) 

 

Φ11(𝑘) = IDFT𝑁[𝑌1(𝑙)𝑋1
∗(𝑙)] ≈ ℎ11(𝑘) + 𝑛1

′ (𝑘).     (15) 

     

When the transmitted signals are uncorrelated from each other, 

the components of 𝐻12(𝑙)𝑋2(𝑙)𝑋1
∗(𝑙)  and 𝐻13(𝑙)𝑋3(𝑙)𝑋1

∗(𝑙) 

are whitened after the IDFT operation. The peak detection in 

(15) is available as far as the noise level of 𝑛1
′ (𝑘) is low. 

The drawback of CDM is increased interference, depending 

on the number of sources. We should take into account the 

interference caused by acoustic wave reflection. As reported in 

Section IV, CDM has large positioning errors in a highly 

reflective environment. The simultaneous multi-point 

measurement by CDM is not sufficient in terms of positioning 

accuracy.  

C. TD-CDM 

We propose the simultaneous multi-point measurement by 

TD-CDM, where the timing chart of TD-CDM is illustrated in 

Fig. 4. The transmit timing for each source is shifted by the 

overlap length. The DFT timing in (4) is also shifted according 

to the overlap length. 
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When the overlap ratio is defined by L (0 ≤ L ≤ 1), the total 

positioning time becomes (𝑈 − 1)(1 − 𝐿)𝑁/2 + 𝑁.  The 

overlap length is given by 𝐿𝑁/2. The interference between 

sound sources can be mitigated by decreasing the value of 

L.TD-CDM can take an appropriate trade-off between 

positioning time and accuracy.  

The case of L=1 corresponds to CDM. The positioning time 

for L=0 becomes (𝑈 + 1)𝑁/2, which is different from TDM. 

The interference between adjoined sources might occur 

depending on their arrival times in the case of L=0. 

We investigate how small the overlap ratio can be while 

maintaining positioning accuracy, where the results of our 

experiment and simulation are reported in Sections IV and V. 

IV. EXPERIMENT 

A. Experimental Conditions 

We conducted the underwater acoustic positioning 

experiment at a large water tank in the Fukushima Robot Test 

Field, in Fukushima, Japan in December 2021. The size of the 

water tank is 12 m in width, 30 m in depth, and 6.87 m in 

height. 

Fig. 5 shows the locations of the sound sources and the 

receiver elements on the x-y graph. The coordinates of the first 

and second receiver elements are [6, 5, 5.87]   and 

[5.7, 5, 5.87], respectively. The 15 sound sources are arranged 

horizontally or vertically at intervals of 0.3 m. The horizontal 

array sound sources are located from [3, 5, 2.87]  to 

[7.2, 5, 2.87].  The vertical array sound sources are located 

from [2, 15, 1.9]  to [2, 15, 6.1] . The installation of the 

horizontal and vertical arrays is shown in Fig. 6. 

We use pseudo-noise signals that are generated by a 

sequence of PN codes for the 15 sound sources. Their signal 

length is 16,384 samples and corresponds to 65.5 ms for a 

sampling frequency of 250 kHz. The signal frequency band is 

from 12 kHz to 32 kHz. The parameters of U, and N correspond 

to 15 and 32,768. The overlap ratio L is set to 0, 0.2, 0.4, 0.6, 

0.8, and 1 for each test. The conventional method (CDM) 

corresponds to L=1. The proposed method (TD-CDM) ranges 

from L=0 to L=0.8. We compare MF and IR-GCC-PHAT to 

evaluate positioning accuracy in the TDOA measurement 

algorithms. The average signal-to-noise ratio (SNR) was 33 dB. 

B. Experimental Results 

The vertical position for each source on the z-axis is 

 

 
Figure 3. Timing chart of CDM. 
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Figure 4. Timing chart of TD-CDM (for case of L=0.5). 
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Figure 5. Locations of sound sources and receiver elements. 
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Figure 6. Installation of the horizontal and vertical arrays. 
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measured by the depth sensor. We compare the real position 

with the measured position on the x-y coordinates. The 

two-dimensional positioning error for each source is given by 

 

𝐸𝑢 = √(𝑥𝑢̅̅ ̅ − 𝑥𝑢)2 + (𝑦𝑢̅̅ ̅ − 𝑦𝑢)2,                (15) 

 

where 𝑥𝑢̅̅ ̅ and 𝑦𝑢̅̅ ̅ are the coordinates of a real position with a 

u-th source. The average positioning error for all sources is 

evaluated. 

Table 1 shows the results of average positioning errors for 

the horizontal and vertical arrays. When we compare the results 

in MF and IR-GCC-PHAT, MF is sensitive to the acoustic 

reflection and its positioning performance is insufficient for a 

large number of sources. IR-GCC-PHAT is mandatory for the 

simultaneous multi-point measurement. CDM (L=1) has a large 

error with an average error of 7 m or more. On the other hand, 

TD-CDM can decrease a positioning error by taking an 

appropriate overlap ratio. The appropriate overlap ratios 

become 0.4 and 0.6 for the horizontal and vertical arrays when 

we set the allowable error to less than 0.5 m. We confirmed that 

the simultaneous multi-point measurement is possible even in a 

highly reflective environment by adjusting the overlap ratio. 

Fig. 7 shows the real and measured positions in the 

horizontal array. The case of MF with L=0.4 has large 

positioning errors for several sources (plotted at around  

[−5, 5]). It comes from the AOA estimation error where the 

TDOA measurement by MF is strongly affected by acoustic 

reflections (see, [9], for the details). 

 Fig. 8 shows the real and measured positions in the vertical 

array. All sources are drawn at the same position on the x-y 

graph when there is no positioning error. The acoustic 

positioning of the vertical array gives slightly better than that of 

the horizontal array. 

V. DISCUSSION 

A. Simulation Results under Various Conditions  

We investigate the simultaneous multipoint measurement 

under various conditions in simulation. We use a sound wave 

propagation simulator as well as our previous works, [9], [10]. 

The impulse response is obtained by determining the size of 

acoustic field, the reflectance ratios, and the positions of sound 

 

Table 1. Experimental results. 

 

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 7.11 4.95 5.71 6.90 9.53 11.34

IR-GCC-PHAT 0.27 0.29 0.33 1.77 5.69 7.93

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 1.33 3.16 2.31 4.19 8.85 15.37

IR-GCC-PHAT 0.22 0.31 0.22 0.31 1.65 11.27

(a) Horizontal Array

(b) Vertical Array

 

 
Figure 7. Real and measured positions in horizontal array. 
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Figure 8. Real and measured positions in vertical array. 
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Table 2. Simulation results with a 30-dB SNR under reflective 

environment. 

 

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 6.83 5.94 6.08 7.72 9..27 14.37

IR-GCC-PHAT 0.20 0.18 0.29 0.31 1.06 7.62

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 6.46 2.87 6.99 4.69 8.96 9.97

IR-GCC-PHAT 0.15 0.15 0.24 0.33 0.40 4.80

(a) Horizontal Array

(b) Vertical Array
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sources and receiver elements. The additive white Gaussian 

noise (AWGN) is added to a transmit signal.  

Table 2 shows the results of average positioning errors with a 

30-dB SNR under a reflective environment. In the reflective 

environment, we set the reflectance ratios to 1 for the water 

surface and 0.7 for the water bottom and surrounding walls. 

This condition reproduces the water tank at the time of the 

experiment. The allowable overlap ratios (the average 

positioning error is less than 0.5 m) in IR-GCC-PHAT are 0.6 

and 0.8 for the horizontal and vertical arrays. Although the 

simulation shows better results than the experiment, trends in 

the overlap ratios are well aligned. 

Table 3 shows the results of average positioning errors with a 

30-dB SNR under a non-reflective environment. This condition 

gives sufficient positioning accuracy regardless of multiplexing 

techniques and TDOA measurement algorithms. CDM would 

be most effective in terms of positioning time. 

  Table 4 shows the results of average positioning errors with a 

0-dB SNR under a non-reflective environment. There is not 

much difference in positioning accuracy between MF and 

IR-GCC-PHAT. The positioning errors of CDM are larger than 

those of TD-CDM, unlike the case of Table 3.  

B. Cross-correlation Functions in Simultaneous Multi-point 

Measurement. 

Fig. 9(a) shows the cross-correlation functions Φ1𝑢(𝑘) for 

the 11-th source in a horizontal array. Fig.9(a) investigates the 

high SNR condition under a highly reflective environment. 

Although the background noise level is low, the pseudo peaks 

caused by acoustic reflections are observed. IR-GCC-PHAT is 

more robust with those pseudo peaks than MF, [9]. It is difficult 

to detect a correct AOA even for IR-GCC-PHAT for the cases 

of L=0.8 and L=1 the interference between sources is heavily 

affected. 

Fig. 9(b) investigates the low SNR condition under a 

non-reflective environment. There is no pseudo peak for the 

cases from L=0 to L=0.8. It enables the detection of a correct 

AOA regardless of TDOA measurement algorithms. The 

pseudo peaks are observed for the case of L=1 because the 

interference between sources is large. 

 

Table 3. Simulation results with a 30-dB SNR under non-reflective 

environment. 

 

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 0.16 0.16 0.16 0.16 0.16 0.23

IR-GCC-PHAT 0.12 0.12 0.13 0.13 0.16 0.23

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 0.11 0.11 0.11 0.11 0.11 0.13

IR-GCC-PHAT 0.11 0.11 0.11 0.10 0.11 0.11

(a) Horizontal Array

(b) Vertical Array

 

Table 4. Simulation results with a 0-dB SNR under non-reflective 

environment. 

 

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 0.16 0.16 0.16 0.16 0.16 4.19

IR-GCC-PHAT 0.13 0.13 0.14 0.14 0.28 2.55

Average Error [m] TD-CDM CDM

Overlap Ratio 0 0.2 0.4 0.6 0.8 1

MF 0.11 0.11 0.11 0.12 0.11 2.49

IR-GCC-PHAT 0.11 0.11 0.11 0.10 0.11 0.42

(a) Horizontal Array

(b) Vertical Array

 

 
Figure 9. Cross correlation functions for 11-th source in horizontal 

array. 
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(a) 30-dB SNR under Reflective Environment
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(b) 0-dB SNR under Non-Reflective Environment
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The interference between sound sources and the interference 

caused by noise and acoustic reflection can be collectively 

represented by 𝑛1
′ (𝑘) in (15). When there is only interference 

between sound sources, CDM provides satisfactory positioning 

accuracy. However, CDM degrades positioning accuracy in 

realistic environments under low SNR or highly reflective 

conditions. TD-CDM can mitigate interference between sound 

sources to tolerate interference from noise and acoustic 

reflections and maintain short positioning time. 

VI. CONCLUSION 

This paper has presented the simultaneous multi-point 

measurement method using TD-CDM. We explained the signal 

model on the simultaneous multi-point measurement, where the 

source separation is mandatory to detect a distance and an AOA 

for every source. We compared TDM, CDM, and TD-CDM as 

multiplexing techniques and asserted that TD-CDM is effective 

from both sides of positioning accuracy and time. The 

effectiveness of TD-CDM was proven by the experimental and 

simulation results. 

In our future work, we will investigate acoustic positioning 

systems when sound sources are moving. The countermeasure 

for Doppler shifts would be required for the above situation. 
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