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Abstract- Traditional Maximum Power Point
Tracking (MPPT) techniques are unable to reach
high performance in photovoltaic (PV) system
under partial shading conditions because of the
multi-peaks present in the Power-Voltage curve.
For that, particle Swarm Optimization (PSO)
and genetic algorithms (GA) have been com-
bined in recent years. However, these algorithms
demonstrate some drawbacks in tracking accu-
racy and convergence rates, which impair con-
trol performance. In this paper, a new controller
based on hybridization of PSO and GA is intro-
duced to track the global maximum power point
(GMPP). The proposed algorithm (HPGA) in-
creases the balance rate between exploration and
exploitation due to the cascade design of GA and
PSO. Thus, the GMPP tracking of both algo-
rithms will be improved. Simulations are car-
ried out based on ISOFOTON-75W PV modules
to prove the high performance of the proposed
algorithm. From the obtained results, we con-
clude that HPGA shows fast convergence and
very good tracking accuracy of GMPP in PV sys-
tem even under different shading patterns.

Keywords- Photovoltaic, MPPT Techniques,
Metaheuristic algorithms, Partial shading condi-
tions, Particle swarm optimization.

I. Introduction

Photovoltaic energy sources are growing rapidly,
and their uses are expanding, from powering small

electronic gadgets to enormous power plants connected
to medium and low voltage grids. The PV cell is the ba-
sic element in a PV system, it has nonlinear relation with
climate conditions such as irradiance and temperature[1].

This nonlinearity implies the use of maximum power
point tracking (MPPT) techniques. In literature, Hill
climbing algorithms such as perturb and observe [2] and
incremental conductance[3, 4] are widely used because
of their simplicity and efficiency in tracking the MPP.
However, in complex PV systems under partial shad-
ing conditions, when multiple peaks are present, they
can’t distinguish between local maximum power points
(LMPPs) and the global one (GMPP)[5, 6, 7].

To overcome this issue, several global maximum
power point tracking (GMPPT) techniques are proposed
in the literature. Meta-heuristic algorithms and hy-
brid approaches that combine multiple optimization al-
gorithms are widely addressed for GMMPT[8, 9, 10, 11].
Meta-heuristic algorithms include swarm intelligence
that mimics the behavior of some living creatures such as
Particle swarm optimization PSO, ant colony [12], artifi-
cial bee colony [13], and salp swarm optimization [14], in
addition to evolutionary-based algorithms which imitate
the rules of the natural evolution [15].

Particle swarm optimization PSO is commonly used
for general optimization problems because of its simplic-
ity and effectiveness[16]. PSO, though, faces initializa-
tion issues that might cause an incorrect velocity update
which slows down the convergence rate. Additionally,
PSO has a propensity to prematurely converge on lo-
cal maxima [17, 18, 19]. On the other hand, GA is
a deep-rooted algorithm that is contently evolving to
this date[20, 21, 22]. GA varieties can be divided into
two families, the binary coded GA and the real coded
GA, and each family has different operators for selec-
tion, crossover, and mutation. The real-coded version
of GA is proving to be effective for various optimization
problems nowadays. However, it shows low convergence
speed when used in GMPPT controller [18, 23].

Hybrid approaches which are built by combining at
least two optimization algorithms or an optimization al-
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gorithm with a conventional method have been intro-
duced by researchers to solve complex optimization prob-
lems. In the literature, Hybrid approaches have proved
to ameliorate the performance of the algorithms used for
hybridization [24, 25, 26, 27]. However, the first barrier
to building a hybrid approach is the selection of the al-
gorithms to be combined. If we intend to implement a
hybrid method, we must take into account several fac-
tors, including the advantages and drawbacks of each
algorithm besides the characteristic of the system. The
hybrid methods must aim to benefit from the advan-
tages of each algorithm to overcome the drawbacks and
improve optimization performances [6, 25].

In this paper we propose a novel hybridization of PSO
and GA, called HPGA, to overcome the drawbacks of
PSO and GA algorithms in tracking the GMPP in PV
systems under partial shading conditions. The hybrid
algorithm employs a cascade configuration between GA
and PSO, where GA is the master algorithm and PSO
work on the initialized chromosomes to benefit from the
advantages of both algorithms. This combination allows
availing from exploration capabilities of GA algorithm
due to crossover and mutation operators which generate
better solutions every iteration, and from the conver-
gence speed of PSO algorithm due to the tendency of
particles to follow the global best value. simulation re-
sults exhibit the capability of HPGA algorithm to track
rapidly the GMPP. It shows fast convergence with high
tracking accuracy despite the complexity of the PV sys-
tem under partial shading conditions.

II. Photovoltaic system

Figure 1 presents the schema of the stand-alone PV
system used in this paper. The PV array is connected in
series with a controlled boost converter to allow changing
the voltage on the PV array terminals. while the MPPT
controller measures the output voltage/current of the PV
array and generates a duty cycle for the boost converter
in order to track the GMPP.

A. Photovoltaic cell model
The basic element of a photovoltaic system is the PV

cell, it is a semi-conductor able to convert photon’s en-
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Fig. 2: the single diode model of a PV cell

ergy to electrical energy. The energy produced by the PV
cell is relational to the irradiance amount and temper-
ature. A DC generator combined with an antiparallel
diode can model the PV cell effectively in ideal condi-
tions. for realistic modeling, a series resistor and shunt
resistor are added to model the optical and electrical
losses. In literature, this type of modeling is called the
single diode model [1]. The electric schema of this model
is shown in Figure 2. The single diode is described math-
ematically by the following equations:

IPV = NP .Iph

−Np.Is.

{
exp

[
q. (Vpv +Rs.Ipv)

Ns.A.K.T

]
− 1

}
−Np

q. (Vpv +Rs.Ipv)

Rp. Ns
(1)

The photo-current is influenced by the irradiance
amount falling on the surface and the temperature.
Equation 2 shows the mathematical expression of photo-
current.

Iph = [Is + ki. (T − Tr)] .
S

100
(2)

Where Is is the current passes by the series resistor,
given by :

Is = Iso.

(
T

Tr

)3

.exp

[(
−q.Eg

A.K

)
.

(
1

Tr
− 1

T

)]
(3)

The ideality factor A is given as follows:

A =
q. (Vpv +Rs.Ipv)

Ns
(4)

A PV panel is a combination of several cells connected
in series and parallel. The I-V and P-V characteristic of
a PV panel is shown in Figure 3. The power produced by
the panel varies depending on the voltage in its terminal
and the current flowing through. There is one point from
the graph where the power is at its maximum called max-
imum power point MPP. Therefore, several maximum
power point tracking techniques are used to capture this
point.
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Fig. 3: P(V) and I(V) graph of a PV module

B. Partial shading conditions

When more significant power levels are necessary, a
PV array is built utilizing many PV panels coupled in a
particular arrangement depending on the intended power
requirements. When a PV panel in an array receives less
irradiance than the other panels owing to shade, the volt-
age changes to negative and the panel becomes a load on
the other panels[28, 29]. In this phenomenon, known as
the hot-spot, the shaded panel is subject to degradation
because of the reverse current imposed on it by the un-
shaded panels. In order to prevent hots-pots, a bypass
diode is installed in parallel to each panel to provide an
additional path for the current if the panel voltage drops
due to partial shading conditions. Under uniform irra-
diance, the characteristics of a PV array are identical to
those of a PV panel. However, the power exhibits many
peaks under the partial shading conditions due to the
bypass diodes, as shown in Figure 4 patterns 2-6. The
highest peak is called the global maximum power point
whereas the other peaks are called local maximum power
points. Traditional MPPT algorithms are more likely to
fall in local MPP and ignore the global MPP. Thus, spe-
cific MPPT techniques are required to distinguish the
global MPP from the local MPPs.

III. Global MPPT algorithms

A. Genetic algorithm

GA is an optimization algorithm inspired by natural
selection and genetics principles; it was originally pro-
posed by Holland with three essential operators, namely
crossover, mutation, and natural selection [30]. Popu-
lation individuals are called chromosomes in this algo-
rithm. Traditionally, chromosomes are represented in
binary form and their variation is bounded according to
the binary word length and crossover is performed by
alternating a randomly selected part of parents’ word to
get new offspring, while mutation happens by switching
the stat, from 1 to 0 or vice-versa, of a randomly se-
lected bit [30]. However, Binary representation suffers
from precision loss and lack of convergence when dealing
with high-dimensional or high-precision problems. Con-
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Fig. 4: P(V) and I(V) graph of a PV module

sequently, a real coded genetic algorithm is developed
to overcome this issue [31]. This last uses real num-
bers instead of binary strings in solution representation
which opens a wide probability for crossover and mu-
tation types leading to fast convergence with high reso-
lution. There are different operators for each phase, in
this paper, we use tournament selection, simulated bi-
nary crossover, and polynomial mutation operators be-
cause of their effectiveness.

B. Particle swarm optimization
Particle swarm optimization (PSO), Introduced by

Kennedy and Eberhat [32], is a metaheuristic algorithm
that mimics the swarming behavior of birds and fishes
while discovering new nourishment sources or avoiding
predators. It is used for optimization problems with large
parameters number by exploring social cooperation and
self-experience of particles to attend to the optimum so-
lution in a given search space[19]. Each particle updates
its position according to its velocity, which is calculated
using the best solution attended by the particle (PBest)
and the best solution attended so far (Gbest) by the al-
gorithm. Equations 5, and 6, show the evolution of PSO
particles during optimization:

Vi (k + 1) = w.Vi (k) + c1.r1. (xi (k)− Pbesti)+)

+ c2.r2. (xi (k.)−Gbest) (5)

Xi (k + 1) = xi (k) + Vi (k + 1) (6)

Where Xi, Vi are, respectively, the position and the ve-
locity of particle i. Pbesti, Gbesti are, respectively, the
personal best and the global best of particle i.w is the in-
ertia weight. c1, c2 are, respectively, the memory factor
and the cooperation factor and r1, r2ϵ[0, 1] are random
numbers.

C. Proposed algorithm
As mentioned before, GA has a good exploration

phase due to its various operators, especially mutation.
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While PSO has a better exploitation phase because of the
influence of the global best solution included in the veloc-
ity equation. In this paper, we propose a hybrid GMPPT
method that aims to benefit from the exploration phase
of GA and the exploitation phase of PSO. Unlike the pre-
viously proposed hybridization of these two algorithms
[24], in this paper PSO and GA are used separately in a
cascade configuration, GA will be the master optimiza-
tion algorithm while PSO will help to ameliorate the
position of some chromosomes every iteration which in-
creases the exploitation capabilities. PSO factors are
modified in a manner to give fast convergence toward
the global best solution. In the final step of PSO, the
personal best of each particle is added to the offspring
population generated by GA algorithm. In addition, a
stopping criterion is added to HPGA algorithm to in-
crease convergence speed and prevent the algorithm from
generating new chromosomes after finding the GMPPT
which is the case in traditional GA algorithms. The
pseudo-code of HPGA is represented in Figure 5. By
using GA as a master algorithm, we benefit from the
capability of GA to generate new possible solutions ev-
ery iteration. Crossover and mutation operators are the
same as the traditional GA. Crossover chooses randomly
two parents’ chromosomes and generates two offspring
While mutation takes one offspring and generates a new
mutated chromosome. At this stage the next offspring
generation of GA is ready. The population is ranked ac-
cording to the associated fitness from high to low power.
Chromosomes with high, medium, and worst fitness are
selected for PSO algorithm which is performed for 5 iter-
ations. The memory factor of PSO is reduced to decrease
the influence of the personal best on the new particles.
While the cooperation factor is raised to increase the de-
pendency of new particles on the global best solution.
Then the convergence state (ηs) of the optimization is
calculated. ηs is the difference between the best fitness
Pb and the worst fitness Pb divided by the average fit-
ness. HPGA will stop if ηs is equal to or less than 1%.
the convergence state ηs is calculated using the following
equation:

ηs =
Pb − Pw

(Pb + Pw)/2
(7)

IV. Results and discussions

In order to reveal the advantages and disadvantages
of the proposed algorithm. We compare five algorithms
in this paper, three metaheuristic algorithms PSO[16],
GA[20], and ABC [13], besides two-hybrid approaches,
the proposed HPGA algorithm, and another hybrid ge-
netic algorithm and particle swarm optimization [24]
(HGAPSO) from the literature. The algorithms are
coded to function as described beforehand. Table 1
summarizes the configuration parameters for the five al-
gorithms. The common parameters between GA and
HPGA are the same as GA algorithm is the master algo-
rithm to observe the influence of hybridization on track-

Algorithm 1: HPGA Algorithm 

1. Set HPGA parameters (Pc, Pm, w, c1, c2). 
2. Initialize n chromosomes randomly. 
3. Generate chromosomes as duty cycle (d) and record 

the produced power by the PV array. 
4. While t< tmax 
5. Select n parents using tournament selection.  
6. Perform crossover and mutation on parents and 

obtain offspring population.  
7. Rank offspring population and select the best, 

medium, and worst chromosomes. 
8. Perform PSO on the selected chromosomes. 
9. Combine and rank  the offspring population with 

the personal bests of each PSO particle.  
10. Calculate the difference in power (∆P) between 

the best and the worst particle. 
11. t=t+1;  
12. If ∆P <1 W; break while loop.  
13.  end while 
14.  Output the best chromosome as the duty cycle. 

 

Fig. 5: Pseudo-code of HPGA algorithm

Algorithm Parameters values

PSO
w c1 c2
0.9 1.5 1.5

GA
Pc Pm
0.8 0.3

ABC
Employed Onlooker

5 5

HPGA
Pc Pm w c1 c2
0.8 0.3 0.4 1.2 1.2

HGAPSO
pc pm w c1 c2
0.8 0.3 0.9 1.5 1.5

Table 1: Configuration parameters of algorithms

ing performances. However, PSO parameters in HPGA
are modified to increase convergence speed.

Simulation of the algorithms mentioned before was
performed in a MATLAB environment. A computer with
an AMD Ryzen 7 processor and 8 GB RAM was used to
code these algorithms and to run the simulation. The
main parts of the PV system are a PV array, a DC-
DC boost converter, and a GMPPT controller. We used
an array consisting of 10 ISOFOTON-75W PV modules.
The PV array is built on a 5-series, 2-parallel (5S-2P)
configuration to allow getting various complex partial
shading patterns when changing the irradiation intensity
for each PV module. In the 5S-2P configuration, the
voltage of the PV array is five times the voltage of a
single module and Its current is two times the current of
a single module. The characteristics of the module used
in this work in standard climatic conditions is given in
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Parameters ISOFOTON 75W

Technology type Single–crystal Si

Maximum power 75 W

Open-circuit voltage 21.6 V

Short-circuit current Isc 4.67 A

Maximum power voltage 17.5 V

Maximum power current 4.34 A

Number of cells in series 36

Table 2: characteristics of the PV module

Table 2.
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Fig. 6: P(V) curves of a PV array under different partial
shading patterns.

Simulation results are presented in Figure 97,and 8.
At every simulation, the power and voltage progress of
the system is recorded, and the results of the algorithms
are combined according to the pattern case.

The performance of HPGA algorithm is observed un-
der three partial shading conditions patterns depending
on the location of GMPP, see Figure 6. We choose pat-
terns with four LMPPs and only one GMPP to increase
the complexity of the system. The patterns considered
for the PV array simulation are as follows: pattern 1:
each 5 modules in series receive the following irradia-
tions (1000w/m2- 700 w/m2- 200 w/m2-150 w/m2-100
w/m2). The GMPP in this pattern is located in the first
peak with a maximum power of 125.6 w. The peaks are
approximately similar which will make it difficult for the
algorithms to distinguish the GMPP from the LMPPs.
pattern 2: each 5 modules in series receive the follow-
ing irradiations (1000w/m2- 800 w/m2- 600 w/m2-200
w/m2-100 w/m2). The GMPP in this pattern is located
in the middle with a maximum power of 294.2 w. pattern
3: each 5 modules in series receive the following irradi-
ations (1000w/m2- 800 w/m2- 650 w/m2-500 w/m2-400
w/m2). The GMPP in this pattern is located in the
last peak with a maximum power of 427.95 w. From
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Fig. 7: Power (a) and voltage (b) variation in the second
pattern.

Figure 6 we can notice pattern 1 is the most complex
pattern as the GMPP and LMPPs are converged which
make it difficult for the algorithms to capture the GMPP.
While pattern 3 seems to be less complex than other pat-
terns due to the wide spread of the MPPs. However, the
wide difference between MPPs means that a weak con-
vergence will lead to high power loss which will decrease
the MPPT efficiency. we can classify the patterns ac-
cording to their complexity in ascending order from the
first pattern to the third.

To better evaluate the performance of the algorithms.
Table 3 presents a summary of some parameters ex-
tracted from Figure 9,7,and 8. The extracted parameters
are the maximum power achieved by each algorithm re-
ferred to by Pmpp the tracking time which is the required
time to reach the MPP, and the tracking efficiency (ηmpp)
which represents the percentage of the power achieved
Pmpp against the power of the actual GMPP in each
pattern (Pgmpp). The tracking efficiency is calculated
according to Equation 8.
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pattern.

ηmpp =
Pmpp

Pgmpp
∗ 100% (8)

From Figure 9,7, 8, and Table 3 we can notice that
HPGA achieved the best GMPP with the lowest track-
ing time. However, PSO failed to track accurately the
GMPP in patterns 1 and 3.

In the first pattern, GA, ABC, and PSO algorithms
show slow convergence speed, 4s for GA and 4.5s for
PSO, and low MPPT efficiency which is less than 90%
for PSO and GA. It is worth mentioning that for PSO al-
gorithm, the lack of convergence to GMPP as the power
has not across the 100w in the first 2.3 s gives rise to this
energy loss. GA presents high ripples count which may
be caused by the mutated offspring that take random val-
ues in the working space. These mutated offspring help
to explore new possible locations of the GMPP. However,
they decrease the effectiveness of GA in the exploitation
phase. On the other hand, the hybrid methods HPGA
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Fig. 9: Power (a) and voltage (b) variation in the first
pattern.

and HGAPSO show relatively low ripples after a short
tracking period down to 1.2s for HPGA, which gives an
MPPT efficiency more than PSO by 13%. While in the
second pattern, all algorithms reach the GMPP and show
relatively low ripples compared to the first pattern, espe-
cially for HPGA and HGAPSO. As a result, the GMPPT
efficiency of all algorithms is increased compared to the
first pattern, where GA shows a big increase with a dif-
ference of 3.36%. we can notice from Figure 8 that hybrid
algorithms present better convergence toward the GMPP
and achieve higher efficiency. The algorithms show the
best convergence speed and MPPT efficiency in the third
pattern specially HPGA as it converged to the GMPP
with an efficiency of 98.61 in only 1.2s. However, the
power in GA presents an unsteady response for 2.94s
which is longer than the convergence time of HPGA by
145%.

We notice that the convergence speed and MPPT ef-
ficiency of algorithms are improved from pattern 1 to
pattern 2, and then showed the best performances in
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Pattern Algorithm Pmpp (W) Tracking Time(s) tracking efficiency (%)

1

PSO 125.41 4.96 87.35
GA 125.60 4.72 89.03
HPGA 125.60 1.28 98.07
ABC 125.60 2.16 95.06
HGAPSO 125.60 3.12 93.59

2

PSO 292.98 4.16 88.40
GA 294.02 4.08 92.39
HPGA 294.02 0.96 98.88
ABC 294.02 2.24 96.05
HGAPSO 294.02 2.8 93.93

3

PSO 427.95 2.24 95.69
GA 427.95 3.6 92.57
HPGA 427.95 1.2 99.04
ABC 427.95 2 96.12
HGAPSO 427.95 1.44 98.11

Table 3: Comparison of different used techniques

the last pattern. Therefore, we can say that the perfor-
mance of algorithms is related linearly to the system’s
complexity. Also, hybrid methods present better perfor-
mance compared to PSO, GA, and PSO, this superiority
proves the effectiveness of using advantageous elements
from multiple algorithms to increase their efficiency and
reduce drawbacks.

V. Conclusion

This paper proposes an MPPT controller for PV sys-
tems under partial shading conditions based on a hy-
brid GA and PSO algorithm. The proposed algorithm
HPGA is built on cascade form to gather the advantages
of GA in the exploration phase and PSO in the exploita-
tion phase. Also, it is provided with a stopping criterion
to reduce the tracking time. In order to evaluate the
performances of HPGA in tracking the GMPPT, it has
been compared with four other metaheuristic algorithms.
All algorithms have been tested on a PV system under
different shading patterns. The HPGA shows superior
capabilities in terms of tracking speed and efficiency, it
presents an average of 98.66 in MPPT efficiency, and a
tracking speed time down to 0.96s in the second pattern.
Simulation results indicate that HPGA can be effective
in tracking the GMPP in complex partial shading con-
ditions.
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