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Abstract-In order to solve the problem of low security of 

data in network transmission and inaccurate prediction 

of future security situation, an improved neural network 

learning algorithm is proposed in this paper. The 

algorithm makes up for the shortcomings of the 

standard neural network learning algorithm, eliminates 

the redundant data by vector support, and realizes the 

effective clustering of information data. In addition, the 

improved neural network learning algorithm uses the 

order of data to optimize the "end" data in the standard 

neural network learning algorithm, so as to improve the 

accuracy and computational efficiency of network 

security situation prediction.MATLAB simulation 

results show that the data processing capacity of support 

vector combined BP neural network is consistent with 

the actual security situation data requirements, the 

consistency can reach 98%. the consistency of the 

security situation results can reach 99%, the composite 

prediction time of the whole security situation is less 

than 25s, the line segment slope change can reach 

2.3% ,and the slope change range can reach 1.2%,, 

which is better than BP neural network algorithm. 

Key words-network security situation, Time series, 

Information network, Support vector 

I.  INTRODUCTION 

nformation network is an important tertiary industry 
activity in society, which is not only the guarantee of 
China's economic transformation in 2020, but also the 

basis for the upgrading of the tertiary industry [1]. The 
intelligence of information network not only expands the 
application scope of network, but also realizes its own 
structure optimization. Continuous security situation 
prediction and analysis of information network could help 
enterprise managers and government departments make 
decisions and improve the anti risk ability and 
comprehensive competitiveness of information network [2]. 
In the past, the prediction method of security situation in 
information network is mainly BP neural network algorithm. 
Although these algorithms could predict and analyze the 
complex unstable time data in network security situation, 

which still could not avoid the shortage of large data 
redundancy in MATLAB algorithm, nor could it meet the 
requirements of massive data calculation in network security 
situation. Some scholars believed that [3], the network 
security situation in the information network presents a big 
data situation, and these trends were becoming more and 
more obvious. The accuracy and effectiveness of traditional 
algorithms such as neural network, vector regression, 
chaotic time and neural network in network security 
situation prediction is decreasing day by day. It is suggested 
to integrate the above algorithms with redundant data 
elimination function. Some scholars also believed that [4], 
although the two times eigenvalue of the coefficient series in 
the time series method reduced the length of the series by 
1/2, which still did not have time shift invariance and could 
not avoid the data distortion on the right. Therefore, it is 
proposed to revise the steady-state and discrete functions to 
achieve the purpose of reconstructing the network security 
situation prediction results [5]. Based on the above reasons, 
this paper will integrates discrete support vector and neural 
network algorithm to improve the accuracy of the results by 
eliminating redundant data of network security situation, 
revising the right data and reconstructing the overall data, so 
as to better predict the network security situation. 

II. IMPROVEMENT BP NEURAL NETWORK 

A. Related Concepts 

BP neural network is a quantitative and qualitative 
comprehensive analysis model, which realizes the 
interactive analysis of a large number of data. BP neural 
network is divided into three layers: input layer, weight layer 
and output layer[6]. When the input data are consistent, 
different weight analysis can get different results. BP neural 
network model can adjust the parameters of weight layer 
according to the results of output layer or expected 
requirements[7]. through the method of statistics, Artificial 
neural network can have simple decision-making ability and 
simple judgment ability like human beings. This method has 
more advantages than formal logical reasoning calculus. BP 
neural network standardizes the statistical data, finds 
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meaningful eigenvalues in a large number of data, and 
realizes the effective analysis of data. At the same time, BP 
neural network uses its own local structure space to realize 
the integration of various data.BP neural network can realize 
logical analysis, interactive analysis and iterative analysis of 
data. It is a widely used analysis model at present [8].  

B. Conceptual Model of BP Neural Network 

BP model includes: input layer, enter implicit processing, 
and output in output layer [9]. In the process of back 
propagation, the threshold and weight of each device in the 
hidden layer will judge whether the data meets the 
requirements. If it meets the requirements, input or output 
the data, otherwise eliminate the data. The assumed sample 

is set as 1( , , )T

r mx x x , each data of the hidden layer is 

1( , , )T

r n   , the result of the output layer is 

1A ( , , )T

r la a , and the judgment standard vector of 

the output result is 1( , , )T

r lc c c . Wherein, the weights 

of the input layer is ( 1, , ; 1, , )ijw i m j n   and 

the threshold is ( 1, , ; 1, , )ijb i m j n    in the 

hidden layer; The weight between the hidden layer and the 
output layer is ( 1, , ; 1, , )jkw j n k l   ,the 

threshold is ( 1, , ; 1, , )jkb j n k l    .According 

to the above description, the forward propagation formula of 
BP neural network is as follows.  
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C. Advantages of improved BP neural network 

First, improve data processing efficiency. The improved 
BP neural network model adds K-means clustering analysis 
to cluster the original data according to the threshold, which 
improves the efficiency of data processing and can process 
massive information data [10]. The traditional BP neural 
network lacks the preprocessing of initial data, and the 
processing efficiency decreases with the increase of data 
volume, so it can not meet the analysis requirements of 
information security situation. 

Second, improve the accuracy of data processing. BP 
neural network is improved to set the threshold of local 
extreme value and global extreme value, so that the 
processing of information security situation moves forward 
[11]. However, local extremum often occurs in the 
calculation of traditional BP neural network, which 
increases the error of calculation results. 

III. THE MATHEMATICAL DESCRIPTION OF COMPOUND 
PREDICTION OF NETWORK SECURITY SITUATION 

The key of network security situation analysis is to 
quantify the relevant indicators, and mathematically 
describe the prediction link, transmission content and 

transmission direction in the information network, so as to 
pave the way for the judgment and analysis of later 
prediction results [12]. 

A. The Judgment Process of Security Situation 

Network security situation judgment includes three 
aspects: network structure xi, information network impact 
sustainability is xk. The network structure also includes 
infrastructure is xi1, different proportion is xi2, the degree of 
cooperation is xi3,…; The promotion degree of security 
prediction to information network structure is xj1, the 
integration degree of information network and security 
prediction is xj2, the promotion level of information network 
to security prediction is xj3,…; The degree of cooperation 
among LAN, Internet and extranet xk1, the cooperation 
between devices of different bridges and switches is xk2, the 
cooperation between different departments is xk3,…. 
According to the above analysis, the network security 
situation involves many aspects, and the collected data is 
massive (cloud data, a large number of applications of 
intelligent devices) and complex (there are a large number of 
unstructured data), which greatly reduces the "microscopic" 
and "Overview" effects of the calculation results, resulting 
in "distortion" of the prediction. Because the mass and 
complexity are the inevitable trend of the development of 
information network, we should focus on the solution of the 
problem of "right data distortion".  

B. The Security Situation Data Flow Description 

The stable support vector comprehensively analyzes the 
obtained data by extracting redundant discrete, and 
maintains the order of data coefficients to reduce the "right 
data distortion" rate [13,14]. At the same time, the stable 
support vector uses discrete extraction to ensure the time 
shift invariance of the data and complete the single-phase 
feature and ordered feature extraction of the data. The 
specific data flow is described as follows. 

Assuming that the network security situation prediction 
result is A and Al={a1, a2, ……, an}, the relationship between 
A and each input data is 

( )
( )

, ,
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Among them, i,j,k are natural numbers, BP (•) is the time 

series function, f (•) is the stable support vector, k-means (•) 

is the previous data clustering function, G (•) is the forward 

function between different input indexes, and - G (•) is the 

reverse function. 
Suppose that any result al in the network security situation 

and the input z in the BP neural network algorithm 
(information network structure is xi, impact on the 
information network is xj, and persistence of the information 
network is xk), P is the data proportion (information network 
structured data>70%, semi information network structured 
data>70%, non information network structured data > 70%), 
q is the data distortion processing method (reconstruction = 
1, Coefficient order = 2, quantitation = 3, eigenvalue = 4, 
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clustering = 4), then cl is described as 
, ,o p q

lInc ,

1,2, .., 1,2,3,4 1,2,3,4o n p q   ( ) , ( ) , ( )  
Among them, the logarithm In (•) of cl is used to avoid the 
occurrence of |∞|or extreme value 0, so as to ensure the 
effectiveness of the calculation results.  

For the data fusion between xi, xj and xk, the fusion 
function 𝑓（𝑥） is adopted, and the redundant data is 
proposed. The calculation formula of the function is 
expressed as follows (3). 
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Among them,𝛼1 ,𝛼2 , and𝛼3are the weight coefficients of 
information volume, information security and development 
trend fusion respectively, and   is the adjustment errors of 
various industries. The weight coefficient is obtained from 
the statistical data of 2015-2020 network security situation 
yearbook of each department. 

The data of security situation is mainly based on the 
Yearbook statistical data of the national IT network [15,16]. 
The calculation t of security situation, the composite 
prediction results, and the simplification rate of composite 
prediction data 𝜄  = (data before clustering and AC 
processing - data after processing) / the total number of data 
obtained * 100%. The specific formula is expressed as 
follows(4). 
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Among them, , ,i j kG is the composite prediction data of 

security situation of xi, xj and xk, Gi, Gj and Gk is the total 

amount of xi, xj and xk, and H(·) is the composite 

prediction data of security situation processed by 
clustering and algorithms, the weight of security 
situation data in xj and xk., The specific formula is 
expressed as follows(5). 

, ,

0 0
= 0 0

0 0 k

i j k

i

jG







 
 
 
 
 

         (5)
 

In order to simplify the security situation data processing 
process, each weight needs to be processed to obtain the 
minimum value of the weight. Assuming that the initial 
weight is 𝛼0 , the weight calculation formula of security 
situation data in xi, xj and xk is expressed as follows(6). 

, , lim ( , )i j k
i

f i j k
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 

     (6) 

Among them,𝑙𝑖𝑚
𝑖→∞

𝑓(𝑖∅𝑗, 𝑘; 𝑗∅𝑖, 𝑘; 𝑘∅𝑖, 𝑗) is Fourier series. 
In order to eliminate the "noise" of the transformation 

between information network structured, semi information 
network structured and non information network structured 
data and reduce the error of initial data acquisition, K-means 
clustering could be used. Because the attribute of security 
situation composite prediction data is relatively simple, 
K-means clustering could be carried out by Euclidean 
distance [17,18]. Firstly, set the range of information 
network structured, non information network structured and 
semi information network structured data. The formula is as 
follows 

2
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Among them,
 
|𝑆|is the Euclidean distance of each data; 

Security situation; 𝑐𝑙  is the initial cluster value; 𝑐0 is the 
allowable error of clustering and 𝜇 is set by the industry in 
the early stage of calculation. 

IV.THE CONSTRUCTION OF COMPOUND PREDICTION MODEL 
OF SECURITY SITUATION BASED ON BP NEURAL NETWORK 

ALGORITHM 

A. The Simplified Operator for Compound Prediction 

Data of Security Situation 

The compound prediction of security situation is that the 
digitization degree of the data obtained in the early stage, 
which should be > 60% before could be selected as the 
analysis data. Assuming that the digitization degree of data 
is Q (c). 

If the data have been taken, then the simplified formula of 
security situation data is expressed as follows(8). 

( l half l halfQ c S c S（ ）<mi n( ),   
(8)

 

If the data have been delete，then the simplified formula 
of security situation data is expressed as follows(9). 

l all l allQ c S c S（ ）<mi n( )，     

(9) 
If the data between take and delete,then the simplified 

formula of security situation data is expressed as 
follows(10). 

l non all l non allQ c S c S （ ）<mi n( )，      

(10)
 

Through the above functions, the data before analysis is 
proposed to simplify the data processing capacity of support 
vector combined BP neural network. 

B.  The Security Situation Operator  

The composite prediction of security situation considers 
not only the xi, xj and xk, but also the relationship among 
them. Therefore, the data relationship operator between xi，

xj and xk, should be constructed. It is assumed that the 
relationship between the three is divided into local fusion 
relationship (xi, xj and xk) and overall fusion relationship, 
which are expressed by Pc and Pm respectively. The 
calculation formula of overall extreme value is expressed as 
follows(11). 
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The calculation formula of location extreme value is 
expressed as follows(12). 
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Among them, 𝑃𝑐0 is local fusion, all fusion, 𝑃𝑚𝑖𝑛 and 
𝑃𝑚𝑎𝑥are the minimum and maximum values of Pc and Pm 
fusion respectively. This value is set by the IT industry 
association and𝜑（𝑥）is the fusion degree function of the 
above analysis. 

C. The Accuracy Operator of Compound Prediction of 

Security Situation 

Accuracy is the key index of compound prediction of 
security situation [19], and it is also the main purpose of 
support vector combined BP neural network optimization. 
Therefore, the accuracy operator should be constructed.  

 If , ,0 1o p q

lInc  , then The calculation formula is 
expressed as follows(13). 

, , , ,=o p q o p q
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(13)
 

If , , 1o p q

lInc  , then the calculation formula as 
follows(14). 
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If , , 0o p q

lInc  , then the calculation formula as 

follows(15). 
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Because of the accuracy of 𝐼𝑛𝑐𝑙𝑜,𝑝,𝑞 is the accuracy of xi, 

xj and xk data, so 0 < 𝐼𝑛𝑐𝑙
𝑜,𝑝,𝑞 < 1 is required to shorten the 

range of calculation accuracy. At the same time, the fusion 
error of the calculation results should be reduced, so the 
specific formula is expressed as follows(16). 
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(16) 

D. The Calculation Steps of Each Operator 

According to the construction of the above operators, the 
calculation steps of the IT industry security situation 
composite prediction model could be obtained, as follows: 

Build a security situation set, Cl={c1,c2,……,ci}, and 
eliminate security situation data with digitization degree < 
60%. Determine the weight coefficient and adjustment error 
according to the Yearbook of network security situation of 
IT industry from 2018 to 2020; 

The data cl after K-means clustering is processed with 
information network structure, semi information network 
structure and non information network structure, so as to 
realize the "cleaning" of security situation data. 

Judge the fusion relationship of the "cleaned" data, and 
obtain the values of Pc and Pm of local and overall fusion 
relationships. 

Carry out iterative analysis on steps 1 ~ 4 with MATLAB 
software, and output the accuracy, calculation time and 
effectiveness of calculation results. 

Judge the fusion relationship of the "cleaned" 
data, and obtain the values of Pc and Pm of 
local and overall fusion relationships.

eliminate security situation data with 
digitization degree >60%

Yse

Determine the weight coefficient and 
adjustment error according to the Yearbook of 

network security situation

NO

The data cl after K-means clustering is 
processed with information network structure, 
semi information network structure and non 
information network structure, so as to realize 
the "cleaning" of security situation data.

Judge the fusion relationship of the "cleaned" 
data, and obtain the values of Pc and Pm of 
local and overall fusion relationships.

Pc and Pm Meet the requirements

NO

The calculation times reach the preset 
value

YES

NO

Output results

YES

 
Figure 1. The flow chart 
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V. THE VERIFICATION OF COMPOUND PREDICTION MODEL 
BASED ON SUPPORT VECTOR COMBINED BP NEURAL 
NETWORK 

A. Actual Case Analysis 

The 150 text transmitted in 302 ~ 306 servers of company B 
from January to June 2020 is taken as the research object to 
analyze the network security situation. 150 iterative training 
shall be conducted for all data in the transmitted text.16 
clients in the company transmit files through the above 4 
servers, and calculate the data transmission volume and data 

loss between the sender and the receiver. At the same time, 
according to the log information in the server, judge the 
accuracy of the early warning results sent by each 
client.Taking xi, xj and xk as input indicators,  is the 
adjustment errors of various industries,𝑐0 is the allowable 
error of clustering and 𝜇 is set by the industry in the early 
stage of calculation,𝛼0 is the initial weight, Pm is overall 
fusion relationship. The specific values of the above 
indicators are shown in Table.1. 

Table 1. Initial data 
parameter numerical value parameter numerical value 

0c  12.3   0.03 

iterations 150 
0  0.21 

minp  0.23 
maxp  0.83 

Data sources are shown in Table 2.
Table 2. Data source of security situation 

Ascription Collection type Collect content 
The server It network, information, big data Enterprise: network loss and 

information; Error correction, 
user access, etc; In terms of 
users: satisfaction, complaint 
rate, etc; 
In terms of network, it involves: 
digital platform construction 
[20] 

LAN Personal information, company information, overall information 
Network group It network, encrypted documents, files, general files, internal files 
Private server Send, accept, lose 
Network cloud Send, accept, lose 
Internet of things network, encrypted documents, files, general files, internal files 
big data network, encrypted documents, files, general files, accept, lose 

B.The Comparison of Processing Results of Security 

Situation Data between Support Vectors Combined BP 

Neural Network Algorithm and BP Neural Network 

Algorithm 

Support vector combined with BP neural network uses 

K-mean clustering to preprocess safety situation data, 
eliminate redundant data and extract eigenvalues. The 
processing result is better than BP neural network algorithm. 
The result is shown in Figure 2. 

 

Figure 2. The Comparison of data processing results 
It could be seen from Figure 1 that the data processing 

capacity of support vector combined BP neural network is 
consistent with the actual security situation data 
requirements, the consistency can reach 98%. while the data 
processing capacity of BP neural network is poor consistent 

with the security situation, the consistency only can reach 
90%,and does not change along the change of the security 
situation line, especially at the positions of 28, 45, 58, 75, 78 
and 98 iterations. This shows that the support vector 
combined BP neural network algorithm meets the 
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requirements in the processing capacity of security situation 
data, and is better than BP neural network algorithm. 

C. Calculation accuracy of Support Vector Combined 

with BP Neural Network for Security Situation Data 

Support vector combined with BP neural network 

algorithm is used to analyze the composite prediction results 
of security situation, and the results are shown in Figure 3. 

 
Figure 3. The Composite prediction results of security situation 

 
The calculation accuracy can be judged by comparing the 

curve fitting degree of different algorithms.It can be seen 
from Figure 3 that the processing results of support vector 
combined BP neural network algorithm in the composite 
prediction of security situation are basically consistent with 
the security situation results of the actual investigation, the 
consistency can reach 99%. while the security situation 
results of BP neural network is poor consistent with the 
security situation, the consistency only can reach 95%. 
Among them, the results of customers are 54 and 95 

iterations, and enterprises have small errors at 24, 73 and 88 
iterations, which is due to the incomplete collection of 
security situation data of support vector combined BP neural 
network. 

D. Time of Compound Prediction of Security Situation 

Time is another indicator of support vector combined BP 
neural network algorithm. The time of compound prediction 
of security situation is shown in Figure 4. 

 

Figure 4. The security situation processing time 

It can be seen from Figure 4 that the security situation 
processing time of support vector combined BP neural 
network is significantly less than that of BP neural network, 
and the composite prediction time of the whole security 

situation is less than 25s. According to the line segment 
slope of the two algorithms, the security situation processing 
of BP neural network shows ups and downs, while the line 
segment slope change of support vector combined BP neural 
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network can reach 2.3% ,and the slope change range can 
reach 1.2%. while the line segment slope change of BP 
neural network can reach 30% and the slope change range 
can reach 12%. This shows that the support vector combined 
BP neural network algorithm is better than BP neural 
network algorithm, and can meet the requirements of 
compound prediction of security situation. 

VI. CONCLUSION 
Digital economy is the requirement of the national IT 

network and the Ministry of industry and information 
technology for the development of IT industry in 2020, and 
it is also the direction of future development and reform of 
IT industry. Since 2010, the IT industry has gradually 
strengthened the security situation[21]. However, due to the 
large amount of data involved in the security situation 
involving customers, enterprises and information networks, 
the previous BP neural network, Bayesian and genetic 
algorithm have achieved accurate composite prediction, 
which affects the implementation of later improvement 
measures [21]. In this paper, cluster analysis and BP neural 
network method are combined to build a support vector 
combined BP neural network algorithm model to make 
compound prediction of security situation.The results show 
that: 1) the model can effectively eliminate redundant data 
and accurately extract eigenvalues, which is consistent with 
the actual safety situation evaluation results, and the 
calculation time is less than 25s, and the compound 
prediction process is stable; 2) Compared with the 
mainstream algorithm BP neural network for security 
situation compound prediction, the constructed model is 
superior to BP neural network in terms of calculation 
accuracy, data processing capacity and calculation time, and 
meets the requirements for security situation evaluation in 
the Ministry of industry and information technology, it 
industry and it summit in 2020; 3) Compared with the 
traditional BP neural network model, the improved BP 
neural network model can process massive data, and the 
accuracy of the processing results is higher. With a large 
increase of intelligent equipment in the future, the improved 
BP neural network model can meet the prediction of 
information security situation, which has important 
theoretical guiding significance for information security 
monitoring. 

Although the redundant data is eliminated and the data 
processing efficiency is improved, the research on data 
continuity is not deep enough. In the future research process, 
we should strengthen the continuity research in information 
security situation prediction. 
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