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Optimal Colour Image Watermarking Using Neural
Networks and Multiobjective Memetic Optimization

Abstract—This paper deals with the problem of robust and
perceptual logo watermarking for colour images. In particular,
we investigate trade-off factors in designing efficient watermark-
ing techniques to maximize the quality of watermarked images
and the robustness of watermark. With the fixed size of a logo
watermark, there is a conflict between these two objectives, thus
a multiobjective optimization problem is introduced. We propose
to use a hybrid between general regression neural networks
(GRNNs) and multiobjective memetic algorithms (MOMA) to
solve this challenging problem. Specifically, a GRNN is used for
efficient watermark embedding and extraction in the wavelet
domain. Optimal watermark embedding factors and the smooth
parameter of the GRNN are searched by a MOMA for opti-
mally embedding watermark bits into wavelet coefficients. The
experimental results show that the proposed approach achieves
robustness and imperceptibility in watermarking.

I. INTRODUCTION

Watermarking is the technique of embedding information
(watermark) into a carrier signal (video, image, audio, text)
such that the watermark can be extracted or detected later
for copyright protection, content authentification, identity,
fingerpringing, access control, copy control, and broadcast
monitoring [1]. The important requirements for the water-
marking systems are robustness, transparency, capacity, and
security under different attacks and varying conditions [2],
[3]. These requirements can vary under different applica-
tions. Consequently, a good watermarking technique should
be adaptive to the environment. A more advanced approach
should involve perception, cognition, and learning [4], [5].
In general, digital watermarking can be categorized into two
classes, depending on the domain of embedding the watermark
[1], (i) spatial domain watermarking, and (ii) transformed
domain watermarking. Digital watermarking techniques are
also classified based on the watermark data embedded into the
host signal. A logo watermarking technique requires a visual
watermark like a logo image, while a statistical watermarking
technique requires a statistical watermark like a pseudo ran-
dom sequence. In statistical watermarking approaches (eg., [6],
[7]), watermarks are detected by statistical method to demon-
strate that the watermark in the host signal is unchanged.
In logo watermarking (eg., [8], [9]), visual watermarks are
extracted from the host signals for visual copyright proofs.
These watermarks are not only assessed by machines but also
by humans through their ability to recognize visual patterns
through human visual system (HVS). Thus, the presentation of

a visual watermark is much more persuasive than a numerical
value of a statistical watermark.

Transparency and robustness are two main challenges in
logo watermarking techniques since the logo consists of much
information that is not easy to embed perceptually into a
host signal. Moreover, the robustness in logo watermarking is
so strict that it requires satisfactory recognition from human
beings. With a fixed size of a logo watermark, there is
a conflict between the transparency and robustness of the
watermark. Increasing the transparency of watermark (or the
quality of the watermarked image) decreases the robustness of
the watermark and vice versa. A good logo watermarking is
a robust watermarking with the acceptable quality of water-
marked image. Thus, an optimal logo watermarking should be
modeled as a multiobjective optimization problem.

Recently, some researchers have applied computational in-
telligence to design perceptual and robust watermarking sys-
tems such as backpropagation neural networks (BPNN) based
watermarking [2], [8], [10], support vector machine (SVM)
based watermarking [11], [12], [13], and genetic algorithms
(GA) based watermarking [14], [15], which can detect or
extract the watermark without requiring the original signal
for comparison. BPNNs have been recently exploited for
intelligent watermarkig methods [2], [8]. The BPNNs have
been used to extract the relationships between selected pixels
or selected transformed coefficients and their neighbors for
embedding and extracting the watermark bits. Thus, these
algorithms are robust to the amplitude scaling and a number
of other attacks. However, one key disadvantage of the BPNN
is that it can take a large number of iterations to converge
to the desired solution [16], [18]. The watermarking problems
have been recently considered as single optimization prob-
lems. Shieh and coworkers [14] introduced a watermarking
technique that use a GA to find the optimum frequency bands
for embedding watermark bits into discrete cosine transform
(DCT) coefficients that can improve imperceptibility or robust-
ness of the watermark.

In this paper, an optimal logo watermarking for colour
images is formulated as a multiobjective optimization problem.
To solve this problem, we propose a novel logo watermark-
ing method based on wavelets, and the hybrid of a gen-
eral regression neural network (GRNN) and a multiobjective
memetic algorithm (MOMA). This new method is different
from previous techniques in that it utilizes a GRNN to extract
relationships between wavelet coefficiets of the Y channel of
the corresponding YCrCb image for embedding and extracting
the watermark. Embedding factors (watermarking strenghs)
and GRNN’s smooth parameter are searched optimally by a
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MOMA to maximize the quality of the watermarked image
and the robustness of the watermark. The main contributions
of this work are as follows:

1. A multiobjective optimization problem of logo water-
marking for colour images is introduced; and

2. A novel logo watermarking method for colour images
is proposed based on wavelets and GRNN. The optimality of
the method is achieved by using a MOMA. This is the first
MOMA based approach to optimize a logo watermarking for
colour images.

The paper is organized as follows: In Sec. II, the back-
ground of GRNN is discussed. The proposed algorithms are
introduced in Sec. III. Experimental results and discussions
are given in Sec. IV.

II. GENERAL REGRESSION NEURAL NETWORKS

Artificial neural networks are models inspired by the work-
ing of the human brain. They are set up with some unique
attributes such as universal approximation (input-output map-
ping), the ability to learn from and adapt to their enviroment,
and the ability to invoke weak assumptions about the un-
derlying physical phenomena responsible for the generation
of the input data [16]. A neural network can provide an
approximation to any function of the input vector, provided
the network a sufficient number of nodes [17]. Because of
those universal features, neural networks are studied exten-
sively for applications in classification, pattern recognition,
forecasting, process control, image compression, and others.
Various classes of neural networks such as perceptron net-
works, multilayer perceptron networks, radial-basis function
networks, self-organizing map networks, recurrent networks,
and probabilistic networks have been proposed [16]. In this
section, we will provide a brief overview of the GRNN.

The GRNN, proposed by Specht [18], is a special network in
the category of probabilistic neural networks (PNN). GRNN is
an one-pass learning algorithm with a highly parallel structure.
Different from other probabilistic neural networks, GRNNs
provide estimates of continuous variables and converges to the
underlying (linear or nonlinear) regression surface. This makes
GRNN a powerful tool to do predictions, approximation, and
comparisons of large data sets. It also allows to have fast train-
ing and simple implementation. GRNN is sucessfully applied
for image quality assessment [19], function approximation
[20], and web-site analysis and categorization [21].

A diagram of the GRNN is shown in Fig. 1. In this diagram,
a simple example of an one-dimensional input vector X[1, Q]
is used to explain the calculation principle of the network.
With the input of multidimensional vectors (i.e., matrices), it
is considered as the vectors of one dimensional vector. The
network has Q neurons at the input layer, Q neurons at the
pattern layer, two neurons at the summation layer, and one
neuron at the output layer. The input units are the distribution
units. There is no calculation at this layer. It just distributes
all of the measurement variable X to all of the neurons in
the pattern units layer. The pattern units first calculate the
cluster center of the input vector, Xi. When a new vector X
is entered the network, it is subtracted from the corresponding

stored cluster center. The square differences d2
i are summed

and fed into the activation function f(x), and are given by

d2
i = (X −Xi)T ∗ (X −Xi) (1)

fi(X) = exp

(
− d2

i

2σ2

)
(2)

Fig. 1. GRNN block diagram.

The signal of a pattern neuron i going to the numerator
neuron is weighted with corresponding values of the observed
values (target values), Yi, to obtain the output value of the
numerator neuron, ŶN (X). The weights of the signals going
to the denumerator neuron are one, and the output value of
the denumerator neuron is ŶD(X). The output value of the
GRNN is the division of ŶN (X) and ŶD(X).

ŶN (X) =

Q∑
i=1

Yifi(X) (3)

ŶD(X) =

Q∑
i=1

fi(X) (4)

The output of GRNN is given by

Ŷ (X) =

∑Q
i=1 Yifi(X)∑Q
i=1 fi(X)

(5)

In GRNN, only the standard deviation or a smooth param-
eter, σ, is subject to a search. To select a good value of,
σ, Specht recommends the use of the holdout method [18].
In our work, the optimal σ is searched by a multiobjective
memetic algorithm for a perceptual and robust logo image
watermarking.
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III. PROPOSED ALGORITHMS

A. Watermark Embedding Algorithm

The proposed watermark embedding scheme is depicted in
the Fig. 2. In this work, we use an RGB colour image as
the host image. The watermark image is a binary logo image.
The RGB image is first converted to YCrCb colour image. The
luminance component Y is decomposed by wavelet transform.
In this paper, we only select the luminance component Y of
YCbCr colour image for embedding the watermark because
of the following reasons: (i) colour channels Cr and Cb have
so much redundant information for HVS so that compression
techniques for colour images do most compression work in
these colour channels (hence, embedding watermark in CrCb
will create more redundancy and make watermark susceptible
to compression attacks); (ii) luminance Y is more sensitive
to HVS that any tampering is easily detected (this makes
watermarking in Y channel more robust than watermarking in
color channels CrCb). The wavelet coefficients in each band
are grouped into 3-by-3 non-overlapping blocks. Based on
the random number sequence generated from the key (i, p),
the algorithm selects which blocks for embedding watermark.
These coefficients are used to train the GRNN. The watermark
bits are embedded into selected coefficients by training the
GRNN. Finally, inverse wavelet transform IDWT is applied to
reconstruct the watermarked image.

Fig. 2. Block diagram of the proposed watermark embedding scheme.

The Y component is decomposed by Symlet-2 (sym2)
DWT in four levels as shown in Fig. 3. The watermark bits
are embedded only into the following subbands: HL4, LH4,
HH4, HL3, LH3, HH3, HL2, LH2, HH2, HL1, LH1.
In our scheme, scaling coefficients in LL4 and coefficients
in HH1 are not used for embedding the watermark since
embedding in LL4 will degrade the watermarked image while
embedding the watermark in subband HH1 will make the
watermark more susceptible. These selected subbands are
divided into non-overlapping 3-by-3 blocks and then scanned
to arrange into a sequence of blocks with the subband or-
der HL4LH4HH4HL3LH3HL2LH2HH2HL1LH1. The
blocks for embedding watermarks are then selected randomly
by the sequence of random non-repeated integer numbers

Fig. 3. Intensity-adjusted display of 4-level wavelet decomposition of Lena
colour image (wavelet subbands are rescaled to a gray-intensity range for
display), and the scanning order of subbands for watermarking.

generated by the Fibonacci p-code algorithm using the key
(i, p). The relationship between wavelet coefficients and its
neighborhoods in selected 3-by-3 blocks are extracted by a
given GRNN for watermark embedding and extracting pro-
cesses. The Fibonacci p-code sequence is defined by [22]

Fp(n) =


0 if n = 0,

1 if n = 1,

F (n− 1) + F (n− p− 1) if n > 1, p ∈ Z+

(6)
Then for K sequence (k=1,2,...,K), the sequence of random
integer numbers Tk = T1, T2, ..., TK is generated by

Tk = k(Fp(n) + i) mod Fp(n+ 1) (7)

where k = 1, 2, 3, ...,K; i ∈ [−3, 3] and i is an integer
such that Fp(n) + i < Fp(n + 1). The security key or the
key to generate K non repeated random integer numbers are
parameters (i, p).

We now have selected blocks for embedding watermark bits.
With each block Bi having the center coefficient I(i, j), the
iput vector Xi and target Ti are set up as in Eq. (8) to train the
GRNN with 8 input neurons, 8 pattern neurons, 2 summation
neurons, and 1 output neuron. Where i = 1, 2, ...,K; K is the
number of watermark bits.

Xi =
[
I(i− 1, j − 1), I(i− 1, j), I(i− 1, j + 1),

I(i, j − 1), I(i, j + 1), I(i+ 1, j − 1),

I(i+ 1, j), I(i+ 1, j + 1)
]

Ti = [I(i, j)]

(8)

With each pair (Xi, Ti), the GRNN produces the ouput Î(i, j).
The watermark bits are embedded into the selected block-
center coefficients according to

Iw(i, j) = Î(i, j) + η(i)(2W (i)− 1) (9)

where η(i) is the watermarking factor for each embedding
watermark bits to selected block-center coefficient I(i, j) of
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selected block Bi. They can be altered to obtain the imper-
ceptibility and robustness. If η is small, we get the higher
quality of watermarked image, but lower level of robustness,
and vice versa. This is a trade-off between the quality of
the watermarked image with the robustness of watermark.
W (i) is the ith watermark bit in the sequential watermark
bits. Iw(i, j), the watermarked coefficient, is obtained by
replacing the central coefficient I(i, j) by the combination of
the output of the GRNN Î(i, j) and the watermark bit W (i).
After embedding, an inverse DWT is performed to get the
watermarked luminance Y . By combining the watermarked Y
with Cr, Cb and converting to RGB, the colour watermarked
image is reconstructed. This embedding algorithm is denoted
as WAT-EMB procedure.

B. Watermark Extraction Algorithm

Fig. 4. Block diagram of the proposed watermark extraction scheme.

The watermark extraction scheme is illustrated in Fig. 4.
The extraction process is the inverse of the embedding process.
The colour watermarked image is first converted to Y CrCb
colour domain. The luminance Y is then decomposed by 4-
level Symlet-2 DWT. The wavelet coefficients are grouped
into 3-by-3 blocks and arranged into the ordering sequence
as described in Sec. IIA. From the key (i, p) received, the se-
quence of random integer numbers are generated based on the
Fibonacci p-code algorithms to detect the watermarked blocks.
Denote Iw is the wavelet decomposition of the component Y
of the watermarked image. From the detected blocks, we setup
the input vector X ′

i as in Eq. (8). The trained GRNN obtained
in the embedding process is used to extract the watermark bits.
Each input vector X ′

i , the trained GRNN produce the output
Ĩ(i, j). The watermark bit extraction is performed by

W̃ (i) =

{
1 if Iw(i, j) ≥ Ĩ(i, j)

0 otherwise
(10)

where i=1,2,...,K, K is the block number, and also is the
number of watermark bits. W̃ is the extracted watermark. The
extraction algorithm is denoted as WAT-EXTR procedure.

If the watermarking algorithms described in Secs. IIIA and
IIIB use a fixed value η and a predifined fixed value of smooth
parameter of GRNN σ (for example η = 18, σ = 0.5), we
label it as WAT-GRNN algorithm.

C. Optimal Watermarking Using MOMA
In logo watemarking, with the fixed logo watemark, there

always exist two conflicting objectives. These are robustness
of the watermark and quality of the watermarked image
(imperceptibility or transparency of watermark). In this work,
we apply MOMA to search for the optimal watermarking
parameters. They are the smooth parameter of the GRNN σ,
and K watermarking factors η(i), i = (1, 2, ...,K).

In MOMA, the performance not only involves the evolu-
tionary framework, but also depends on the local search. The
best trade-off between a local search and the global search
provided by evolution is the foremost issue in MOMA [29].
There are different MOMA frameworks introduced in the
literature for domain-specific applications [30], [31]. Ishibuchi
et al. [23] introduced a MOMA framework for combinatorial
optimization problems. This work adopts a hybridization of the
multiobjective genetic algorithm NSGA-II introduced by Deb
and coworkers [24] and a local search to produce a MOMA
for the Knapsack combinatorial optimization problem. In this
work, a local search is employed to refine the offsprings with
a weighted sum-based scheme. The selection criterion are
based on Pareto ranking and crowding distance sorting used
in NSGA-II. Motivated by the work of Ishibuchi et al. [23],
we proposed an optimal watermarking method using MOMA.
The pseudocode of the proposed algorithm is described in
Algorithm 1.

Algorithm 1 WAT-MOMA
1: procedure WAT MOMA(I,W,N, i, p, pls)
2: Generate Random Integer Numbers RN from key (i, p)
3: Generate Random Population P size N
4: P← OBJ-EVAL(P,W, I,RN ) . Evaluate Objectives
5: Fast Non-Dominated Sort
6: Crowding Distance Assignment
7: itrs← 0
8: repeat
9: itrs ← itrs+ 1

10: Generate Offspring Population Poffs

11: Poffs ← OBJ-EVAL(Poffs,W, I,RN )
12: Pimpr ← LOCAL-SEARCH(Poffs, pls, I,W,RN )
13: Pinter ← P ∪ Poffs ∪ Pimpr

14: Fast Non-Dominated Sort
15: Crowding Distance Assignment
16: Update Population: P ← Selection(Pinter)
17: until itrs ≥MaxItrs
18: Sbest ← Sol-Select(P )
19: IW ← WAT-EMB(BSOL, I,W,RN )
20: return IW
21: end procedure

The inputs consist of the N number of chromosomes in
population P , the colour image I , the watermark W , key
(i, p), and the probability of the local search pls. From the key
(i, p), the algorithm generates a sequence of random numbers
RN based on the Fibonacci p code algorithm from Eqs. (6)
and (7). Each chromosome consists of (1 + K) genes. The
first genes represents for the smooth paramenter σ of the
GRNN used for embedding and extracting the watermark.
The next K genes represents K embedding factors η(i) with
i = 1, 2, ...,K, where K is the number of watermark bits
embedded into the image. The procedure OBJ-EVAL is used
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to evaluate objectives for each chromosome in the given
population. In this work, we search for optimal watermarking
parameters to maximize the quality of watermarked image,
and the averaged robustness of watermark in the case of noise
addition attack, JPEG compression attack, amplitude scaling
attacks, and filtering attacks.

The procedures ”Fast Non-Dominated Sort”, ”Crowding
Distance Assignment” are parts of the NSGA-II described in
details in [24], [28]. The procedure ”Generate Offspring Pop-
ulation” is genetic operation procedure consisted of crossover
and mutation operations. In this application, we use the real-
coded crossover algorithm with probability px, and real-coded
mutation with probability pm [25], [24]. The offsprings are
refined by the Tabu local search with probability of pls. In the
Tabu local search, we use weighted-sum fitness with random
normalized weights introduced by [27]. The Tabu local search
procedure is performed only on the best individuals of a
given offspring generation. Firstly, a random weight vector
is generated by [27]. Based on the generated random weights,
the initial solution for local search is selected from offspring
population using tournament selection with replacement. The
same random weights are then used for the local search
to produce improved population Pimpr from selected initial
indivisual. The intermediate population Pinter is created by
combining the current population P , the offspring popula-
tion Poffs, and the improved population Pimpr. The non-
dominated population P is finally updated by the selection
with replacement based on the Pareto ranks and crowding dis-
tances. The algorithm finishs when it meets certain terminated
conditions such as predefined number of iterations.

The best solution or best chromosome (Sbest) will be
selected from the non dominated population P . Finally, we
obtained the watermarked image IW by implementing the
watemark embedding algorithm presented in Sec. IIIA (WAT-
EMB) with smooth parameter σ = Sbest(1), embedding
factors η(i) = Sbest(i + 1), i = 1, 2, ...,K. At the decoder
side, the watermark is extracted by the watermark extraction
process presented in Sec. IIIB (WAT-EXTR). The initialization
and objective evaluation algorithms are discussed as follows.

1) Initialization: Each chromsome represents 1 + K real
nonegative parameters to be searched. The first parameter is
smooth parameter of the GRNN, which is set in the range from
0.1 to 5. The K remaining parameters represents for the K
watermarking factors η(i), i = 1, 2, ...,K. The watermarking
factors are searched in a wide range from 1 to 50.

2) Objective Function Evaluation: In literature, the objective
function is also called the fitness function. The objective
function uses the peak signal to noise ratio (PSNR) as the
quality objective, and the averaged watermark accuracy ratio
(WAR) in the cases of four different attacks as robustness
objectives. The PSNR is defined by

PSNR = 10 log10

(
I2
peak

MSE

)
(11)

where Ipeak is the maximum intensity value of the three
color channels R, G, B, and the mean squared error (MSE)

computed for all three color channels R, G, and B is given by

MSE =
1

KMN

3∑
k=1

M∑
i=1

N∑
j=1

(I(i, j, k)− IW (i, j, k))2 (12)

The watermark accuracy ratio is defined by

WAR =

∑Mw

i=1

∑Nw

j=1W (i, j)⊕̄W̃ (i, j)

Mw ∗Nw
(13)

where W and W̃ are the original and extracted watermarks,
and (Mw, Nw) is the size of the watermarks. The logic opera-
tor ⊕̄ do comparison between W and W̃ . W (i, j)⊕̄W̃ (i, j) =
1 if W (i, j) and W̃ (i, j) have the exactly same value of 0 or
1. If WAR ≥ 70%, the extracted watermark can be considered
as the original watermark. It is close to be perfect if WAR
≥ 85%.

Let K = Mw ∗ Nw be the number of watermark bits
embedded into the image. We denote ᾱ = [α1, α2, ..., αK+1]
as the watermarking parameters to be searched, where α1 = σ
(the smooth parameter of the GRNN), α2:K+1 = η(1 : K) (the
embedding factors). The objectives function is then set up as
follows

f̄(ᾱ) = [f1(ᾱ), f2(ᾱ)] (14)

where

f1(ᾱ) = PSNR(ᾱ) = PSNR(α1, α2, ..., αK+1)

and

f2(ᾱ) =
WG(ᾱ) +WJ(ᾱ) +WA(ᾱ) +WM (ᾱ)

4

where WG is the WAR in the case that the watermarked image
is tampered by the Gaussian noise addition attack; WJ is the
WAR under JPEG compression attack; WA is the WAR under
the amplitude scaling attack; and WM is the WAR under the
median filtering attack. Our optimal watermarking problem is
to search optimal parameters ᾱ that can be formed by

max
ᾱ
f̄(ᾱ) = max

ᾱ
[f1(ᾱ), f2(ᾱ)] (15)

3) Local Search: In this work we employ the principle
of Tabu local search [26] with random normalized weights
generated from [27]. The best initial solution for the local
search is selected by doing a tournament selection between
chromosomes in the population Poffs. The procedure finally
returns the NLS better solutions, Pimpr.

4) Crossover, Mutation and Selection with Replacement Op-
erations: Genetic operators including crossover and mutation
are used to generate offspring population in each evolutionary
loop. In this work, the real-coded crossover and mutation
introduced in [25], [24] are adopted with crossover probability
px = 0.8 and mutation probability pm = 0.05. The non-
dominated chromosomes are selected in each evolutionary
loop by using the selection with replacement based on the
Pareto ranks and crowding distances as described in [24], [28].
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IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, experimental results are demonstrated and
discussed to show the watermark robustness and transparency
of the proposed algorithm. In the embedding process, the
memetic algorithm is used to search for optimal watermarking
factors and the optimal smooth parameter of the GRNN. In
the watermark extraction process, the original image is not
required, but the secret key (i, p), the smooth and weight
parameters of the trained GRNN from the embedding process
are needed. The watermark extraction process is the same
as the watermark extraction algorithm described in the Sec.
IIIB (WAT-EXTR). The experimental results obtained from the
proposed algorithm using multiobjective memetic algorithm
(WAT-MOMA) are compared with results of the WAT-GRNN
algorithm, Kutter’s method [32], and Yu’s method [8]. WAT-
GRNN is the watermarking algorithm used WAT-EMB in Sec.
IIIA and WAT-EXTR in Sec. IIIB with the fixed embedding
factor (embedding strength) η = 18, and the smooth parameter
of the GRNN σ = 0.5. In the Yu’s and Kutter’s methods,
we setup the watermark strength α = 0.2 to have a good
robustness to be compared to the proposed algorithm WAT-
MOMA.

To evaluate the performance of our watermarking algo-
rithms, the ”Winipeg Jet” logo is embedded into various
colour images. The binary watermark of size 64-by-64 is em-
bedded into highly-textual colour images ”Lena”, ”Baboon”,
”Airplane-F16”, and ”House” each with size of (512-by-512)-
by-3.

A. Results of Multiobjective Memetic Optimization Algorithm

In the WAT-MOMA algorithm, which uses the multiobjec-
tive memetic optimization to search for optimal watermarking
factors and the smooth parameter of GRNN, the number
of initial chromosomes N setup to 100, the local search is
applied to refine the offspring population with the probability
of 0.5 and the number of iterations is 50. These local search
parameters are selected based on the analystical results shown
in [23] for memetic algorithm using weighted sum-based
local search. The numerical results in Fig. 5. shows that the
algorithm based on memetic optimization is more effective
than the algorithm based on multiobjective genetic algorithm
NSGA-II [24]. Since there is conflict between the quality
of watermarked image and the robustness of watermark in
watermarking, the optimally selected chromosome (solution)
is a balance between the PSNR objective and the averaged
WARs objectives. The solution includes the smooth parameter
of GRNN and 64x64=4096 embedding factors. Example of the
optimal embedding factors for Lena colour image after 100
iterations are illustrated in Fig. 6 corresponding the smooth
parameter of GRNN σ = 2.47657.

B. Quality Evaluation

To measure the transparency or the similarity of the wa-
termarked image to the original image, watermarking systems
mostly employ the PSNR. In Fig. 7, the differences between
the original images and the watermarked images are difficult to

Fig. 5. Numerical results of the watermarking based on memetic and
NSGA2 strategies for Lena color image: (a) WAT-MOMA’s initial population
versus WAT-NSGA2’s, (b) WAT-MOMA’s population versus WAT-NSGA2’s
population after 100 iterations.

observe by human eyes. The PSNRs obtained by WAT-MOMA
for all these four colour test images are compared with PSNRs
obtained by WAT-GRNN, Yu’s method, and Kutter’s method.
The comparison results are described in Table I.

TABLE I
PSNR COMPARISON OF WATERMARKED IMAGES

PSNR [dB]
Images

Kutter’s Yu’s WAT-GRNN WAT-MOMA

Lena 41.8433 41.6670 42.4590 42.8180

Baboon 41.3612 41.2206 42.5781 42.4320

Airplane 38.6961 38.5295 42.3353 42.8027

House 39.4374 39.2806 42.3143 42.8596

C. Robustness Evaluation
The robustness of the watermark is evaluated by the sim-

ilarity between the extracted watermark and the original wa-
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Fig. 6. Watermarking factors for Lena colour image obtained after WAT-
MOMA run 100 iterations

termark throuth WAR computed by Eq. (13). The watermarks
extracted from the watermarked images in Fig. 7 are shown in
Fig. 8. The calculated WARs indicate that our method perfectly
extracts watermarks from watermarked images in the case of
without any attacks.

We test the proposed algorithm with five different classes
of attacks such as (i) compression attacks (JPEG compres-
sion), (ii) noise addition attacks (AWGN, salt & pepper, and
fractional noises), (iii) filtering attacks (median filtering), (iv)
amplitude scaling attacks, (v) and geometric manipulation
attacks (image cropping, and rotation). Due to space limitation,
we present only some results in this section.

1. Robustness Against JPEG Compression: JPEG is com-
mon image compression standard for multimedia application.
Hence, watermarking systems should be robust to this attack.
Figure 9 shows an example of JPEG compression attack with
the quality factor of 40 to the watermarked images of Lena
and Baboom, and the proportional extracted watermarks. The
robustness comparison with WAT-GRNN, Yu’s and Kutter’s
methods for the watermarked image of Lena in Fig. 7 is
displayed in Fig. 10.

2. Robustness Against Amplitude Scaling: The colour values
of the watermarked image are divided by a scaling factor (SF).
The attack is called negative amplitude scaling attack if SF
is greater than one, and vice versa is the positive amplitude
scaling attack. An example of the positive amplitude scaling
attack with SF= 0.3 for watermarked images of Lena and
Baboom in Fig. 7 are depicted in Fig. 11. The robustness of
watermark compared with results from WAT-GNRR, Yu’s and
Kutter’s methods is illustrated in Fig. 12.

It can be seen that the WAT-MOMA algorithm is very robust
to amplitude scaling attacks. Even if with the positive attack
of SF=0.3 that decreases the SNR of the attacked watermarked
image to -7.36 dB, we are still able to recover the watermark
excellently.

3. Robustness Against Additive White Gaussian Noise: Since
the natural features of electronic devices and communications
channels, AWGN is perhaps the most common noise in

Fig. 7. The original test images and watermarked test images: (a) original
Lena image, (b) watermarked lena image with the obtained PSNR=42.82 dB,
(c) original Baboon image, (d) watermarked Baboon image with the obtained
PSNR=42.43 dB, (e) original Airplane F16 image, (f) watermarked Airplane
F16 image with the obtained PSNR=42.80 dB, (g) original House image, (h)
watermarked House image withe the obtained PSNR=42.86 dB.

communications systems. Thus, a good watermarking scheme
should be robust to AWGN. The robustness fo our scheme
against AWGN is shown in Fig. 13 and Fig. 14.

The AWGN is added to the watermarked images with
different standard deviation σn (corresponding SNRs). The
Gaussian noise is added to the colour image of watermarked
image, IW , by

INW = IW + σnN (16)

where N is the normally distributed random noise, and INW
is the watermarked image corrupted by the Gaussian noise.
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Fig. 8. Watermarks extracted from watermarked images in Fig. 7: (a)
extracted from Fig. 7(b) with WAR=100 %, (b) extracted from Fig. 7(d) with
WAR=100 %, (c) extracted from Fig. 7(f) with WAR=100 %, (d) extracted
from Fig. 7(h) with WAR=100 %.

Fig. 9. An example of JPEG compression attack and watermark extraction
with JPEG quality factor of 40: (a) compression of watermarked image of
Lena at Fig. 7(b) with SNR=26.14 dB, (b) compression of watermarked image
of Baboom at Fig. 7(d) with SNR=18.98 dB, (c) the extracted watermark
from (a) with WAR=82.47 %, (d) the extracted watermark from (b) with
WAR=83.42 %.

Fig. 10. The experimental results under the JPEG compression attack for
watermarked image of Lena.

The proposed method works really well, even with a variance
of AWGN=402 (with the equivalent SNR around 10 dB).
This level is a challenge to every watermarking and denoising
techniques [33], [34].

4. Robustness Against Median Filtering: Median filtering
is always a serious challenge to watermarks. This is because
a median filter does average pixel values in the window size
that eliminates high dynamic values in the image in the spatial
domain. Hence, median filtering can affect the watermark

Fig. 11. An example of amplitude scaling attack and watermark extraction
with SF=0.3: (a) scaling the watermarked image of Lena at Fig. 7(b) with
SNR=-7.36 dB, (b) scaling the watermarked image of Baboom at Fig. 7(d)
with SNR=-7.36 dB, (c) the extracted watermark from (a) with WAR=98.09
%, (d) the extracted watermark from (b) with WAR=90.09 %.

Fig. 12. The experimental results under the amplitude scaling attack for
watermarked image of Lena.

severely. An example of doing median filtering for watemarked
images of Lena and Baboon with the filter window size of 5
is displayed in the Fig. 15. The robustness comparison of the
proposed algorithm with other methods for the watermarked
image of Lena is depicted in Fig. 16.

V. CONCLUSIONS

In this paper, a logo watermarking for colour images
is formulated as a multiobjective optimization problem of
finding the watermarking parameters to maximize the quality
of watermarked image and the robustness of the watermark
under different attacks. A novel intelligent and robust logo
watermarking method based on the general regression neural
networks and multiobjective memetic algorithms is proposed
to solve this challenging problem. Specifically, the embed-
ding factors and the smooth parameter of the GRNN are
searched optimally by the multiobjective memetic optimization

International Journal of Neural Networks and Advanced Applications 
DOI: 10.46300/91016.2022.9.5 Volume 9, 2022

E-ISSN: 2313-0563 30



Fig. 13. An example of AWGN noise attack and watermark extraction with
variance of AWGN= 402: (a) attacked watermarked image of Lena at Fig.
7(b) with SNR= 10.9 dB, (b) attacked watermarked image of Baboom at
Fig. 7(d) with SNR=10.74 dB, (c) the extracted watermark from (a) with
WAR=75.34 %, (d) the extracted watermark from (b) with WAR=71.73 %.

Fig. 14. The experimental results under the AGWN noise attack for
watermarked image of Lena.

to maximize the PSNR and the averaged WARs objectives.
The proposed algorithm obtains better results in transparency
and robustnesses against classes of additive noise, and signal
processing attacks than previous approaches.

We discuss the application of neural networks for water-
marking systems. We evaluated neural networks, and selected
GRNN for its good fit to our problem. The GRNN is much
superior over the BPNN when solving this problem as it has
very fast time convergence and high prediction accuracy.

However, the proposed algorithm has its own disadvantages
and needs further improvements. For example, since it needs a
sufficient time for the evolutionary and local refining searches
to find the best local and global solutions, it is not fast enought
for the real-time applications at this stage.
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