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Abstract—Considering the problems of the model 

collapse and the low forecast precision in predicting the 

financial time series of the generative adversarial networks 

(GAN), we apply the WGAN-GP model to solve the 

gradient collapse. Extreme gradient boosting (XGBoost) is 

used for feature extraction to improve prediction accuracy. 

Alibaba stock is taken as the research object, using 

XGBoost to optimize its characteristic factors, and training 

the optimized characteristic variables with WGAN-GP. We 

compare the prediction results of WGAN-GP model and 

classical time series prediction models, long short term 

memory (LSTM) and gate recurrent unit (GRU). In the 

experimental stage, root mean square error (RMSE) is 

chosen as the evaluation index. The results of different 

models show that the RMSE of WGAN-GP model is the 

smallest, which are 61.94% and 47.42%, lower than that of 

LSTM model and GRU model respectively. At the same 

time, the stock price data of Google and Amazon confirm 

the stability of WGAN-GP model. WGAN-GP model can 

obtain higher prediction accuracy than the classical time 

series prediction model. 

 

Keywords—GRU, LSTM, Stock Forecasting, WGAN-GP, 

XGBoost. 

I. INTRODUCTION 
HE stock market is a complex system, and its volatility is 
closely related to the economy. Effective forecasting is of 

great significance to the government, investment institutions 
and individual investors. In the stock market forecast, 
researchers have conducted a lot of research on the nonlinear 
and chaotic characteristics of financial time series, and 
proposed Auto-Regressive and Moving Average model 
(ARMA), Auto-Regressive Integrated Moving Average Model 
(ARIMA), Generalized Auto-Regressive Conditional 
Heteroskedasticity (GARCH) and other traditional statistical 
prediction methods [1], these methods use the principle of 

 

random process, relying on the past values of the sequence to 
analyze and predict the future values of the data. In the field of 
traditional machine learning, researchers have proposed a 
variety of financial time series prediction methods including 
Support Vector Machine (SVM), XGBoost and LSTM [2]-[5]. 
Zhang et al. [6] compared the SVM method with the Back 
Propagation (BP) method and found that the former is better. 
Huang et al. [7] consider that the LSTM model is more 
accurate than the XGBoost model. Sawon et al. [8] found 
that the XGBoost method was superior to the traditional 
linear regression method and LSTM in the prediction of large 
data sets. More research on traditional machine learning for 
predicting financial time series is available in the literature 
[9]-[11]. Most of the traditional machine learning methods 
above use supervised learning to process financial time series 
data, which needs to classify the high-dimensional financial data 
subjectively, therefore, there are some defects in using 
supervised learning method. In the field of deep learning, the 
generation of adversarial networks using unsupervised learning 
has become an important branch in this field with its unique idea 
of network game, has been widely used in the fields of video, 
image, fraud detection and natural language processing 
[12]-[14]. Yu et al. [15] proposed a network architecture for the 
detection of credit card fraud, Zhou et al. [16] proposed a GAN 
network structure for medical fraud, Xie et al. [17] proposed a 
counter-network model to improve user profile quality, Wang et 
al. [18] used GAN model to predict Shanghai-shenzhen stock 
index, and found that it can effectively improve the prediction 
accuracy. Ricardo and Carrillo [19] proposed to use GAN 
model to predict the trend of stock price, and constructed a 
multi-layer perception (MLP) as a generator, the recurrent 
neural network is used as the network structure of the 
discriminator. The results show that the GAN model can 
improve the prediction performance, but the gradient collapse 
will occur during the error training, it is found that the original 
GAN model is used in most of the above-mentioned literatures, 
and the feature variables are not well optimized, so there are 
some problems such as unstable training and low prediction 
accuracy, more research on deep learning prediction methods 
can be found in [20]-[24]. 
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Considering that GAN has few applications in financial time 
series forecasting and has the characteristics of modeling 
high-dimensional nonlinear data, this paper is devoted to apply 
GAN to financial time series forecasting. Firstly, the XGBoost 
method in traditional machine learning is used to optimize the 
feature factor, and the optimized factor is applied to the gate 
current unit (GRU) to overcome the gradient explosion and 
gradient disappearance of the Recurrent Neural Network (RNN) 
[25], a WGAN-GP model with GRU as generator (G) and 
convolutional neural network (CNN) as discriminator (D) is 
established, and the prediction performance of the WGAN-GP 
model is compared with that of the classical time prediction 
model (LSTM) and GRU, to explore whether WGAN-GP can 
further improve the prediction effect. 

II. ALGORITHM DESIGN 

A. Basic Theory of the Model 

(1) Extreme gradient boosting model 
XGBoost [26] is composed of classification and regression 

tree (CART), and uses gradient tree boosting (GTB) to 
implement a multi-tree ensemble learning algorithm. The sum 
of the predicted values for the sample for each CART is the 
predicted values for the XGBoost model, which is defined as 
follows: 
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Among them, K represents the total number of trees, iy
 refers 

to the prediction result of the i sample, and  ik xf refers to the 
prediction result of the k sample in the

ix number.  
The objective function for XGBoost is: 
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The objective function consists of two parts, the loss function 

and the regularization term,   
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 is the regularization term, which 

can effectively prevent the tree structure from being too 
complicated and avoid the model from over fitting. In the 
regularization term, the first term T  is used to control the 

complexity of the tree, and the second term 2

2
1

  is used to 

control the weight fraction of the leaf nodes. 
Next, we discuss how XGBoost finds the optimal eigenvalues 

in the process of training objective function optimization from 
the angle of formula. The process of generating XGBoost tree is 

top-down, starting from the root node and splitting by feature 
selection, that is, one node is split into two sub-nodes, in the 
training process of XGBoost model, Gain before and after 
splitting is calculated to determine whether the node is split or 
not. Finally, after training, the importance of the output features 
of the model, that is, the importance of features score. Any 
machine learning problem can be started with an objective 
function. We first give the objective function of XGBoost in the 
s  iteration as follows. The relevant derivation can be found in 
the references [27], [28]: 
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In (4), jI is the sample set of the leaf node j , that is, all the 

samples that fall on the leaf node j , j  is the fraction of the 

leaf node j , the first derivative  
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first gradient statistics of the loss function, the second derivative 
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 , T  is the coefficient and the number 

of leaf nodes, respectively, which is used to control the 
complexity of the tree. The larger the value is, the larger the 
objective function is, and thus the complexity of the model is 
restrained, the optimal 

j  of leaf node j  is: 
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In (5), 
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
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ij hH , the fraction of the 

leaf node not only depends on the second derivative information 
of the first order, but also relates to the coefficient  . The 
smaller the  , the lower the fraction of the leaf node. The 
optimal objective function value is: 
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In (6), The optimal objective function value is not only 
affected by  , but also related to the T of the complexity of 
control tree. Next is how to determine the optimal feature and 
cut point, assuming that the current split node is j , then its 
objective function is: 
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When the node splits, the objective functions of the two child 
nodes are: 
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The objective function changes before and after the node 
splitting are obtained by subtracting the above formula (7) from 
(8), and the formula is as follows: 
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In (9): G  and H are the first and second order statistics of 
the current node, LG and RG are first-order statistics of left and 
right nodes respectively, LH  and RH  are second-order 
statistics of left and right nodes respectively. In the process of 
splitting each node, all the features and cut points of Obj  are 

calculated, and the largest features and cut points of Obj  are 
selected as the optimal features and cut points, so the model can 
output the importance of features after training. Using XGBoost 
for feature selection, we can not only explain the features, but 
also select the features after sorting to improve the fitting effect 
of the following models. 

(2) Generative adversarial network model 
GAN [29] consists of two parts, generator G and 

discriminator D, whose job is to produce examples that look as 
real as possible, and whose goal is to distinguish between real 
and fake examples (data generated by G). The two cooperate to 
achieve Nash Equilibrium, that is, the generator finally 
generates the same data distribution as the real sample, and the 
discriminator can not distinguish whether the data is from the 
real data or the generated data. The WGAN-GP [30] model used 
in this paper adds a penalty term (gradient penalty, GP) [31] to 
the GAN to solve the gradient collapse of GAN. The objective 
function is: 
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In the formula, 
rP  is the actual data distribution, 

gP  is the 

generated data distribution,   
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gradient penalty,   is the gradient penalty coefficient, 
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D x   is a non-negative number, our goal is to 

minimize loss function, Then make  
2x

D x  stable near 1. If 

the gradient norm of the model deviates from its target norm 
value 1, the model will be punished. This method can effectively 
solve the problems of gradient dispersion, slow and unstable 
training process. 

In the training process of G and D in this article, the loss 
function of D is defined as: 
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In(11), m  is the size of the small batch of samples, that is, the 
sample size that enters the training at one time, x  is the input 
data of G,  iG x represents the data generated from G, and y  
is the target input of the real data set. In this article, y refers to 
Alibaba’s closing price sequence, the loss function of G is [32]: 
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In the formula, the loss function of G only relies on the output 
value of D to adjust the parameters. When D is judged 
incorrectly, the data of G will be biased, and the loss function 
will become unstable. In order to solve this problem, we need 
first to train well discriminator D, so train D many times before 
training G to improve the stability of the model. 

B. Algorithm Network Structure 

The structure of the algorithm is shown in Figure 1. It 
includes Data pre-processing, feature optimization of the 
XGBoost model, generator and discriminator. Generator G is a 
gated loop unit. The difference between Generator G in this 
paper and that in the original GAN model is that the 
preprocessed data is not directly input into generator G, instead, 
the XGBoost model is used to optimize the evaluation index and 
technical index and input it into G. Finally, the output of G is 
given to discriminator d together with the original data set. The 
advantage of this method is that the feature factor input into g 
can reduce the complexity of g and improve the generalization 
ability of the model. At the same time, in a multi indicator 
evaluation system, different evaluation indicators usually have 
different dimensions and orders of magnitude, that is, the unit or 
value range of different characteristics may be different, for 
example, the range of trading volume is million to ten million, 
however, the closing price ranges from 10 to 100. When the 
level of each index varies greatly, if the original index value is 
directly used for analysis, the role of the index with higher 
values in the comprehensive analysis will be highlighted, 
relative weakening of the role of lower numerical level 
indicators. Therefore, in order to ensure the reliability of the 
results, reduce the noise of abnormal data in the sequence, and 
improve the convergence speed of the model iteration, all 
feature sequences and target sequences are normalized in the 
data preprocessing part: 
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In (13), nX  is the standardized data, X  is the optimized data 
after the XGBoost algorithm, minX  and maxX  are the minimum 
and maximum of the optimized data respectively. 
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Figure 1. Algorithm diagram 
 

 
 

Figure 2. Convolutional neural network 
 

Discriminator D is a recurrent neural network whose network 
structure is shown in Figure 2. CNN is a deep neural network 
consisting of an input layer, a plurality of hidden layers and an 
output layer. The hidden layer consists of a convolutional layer, 
a flattened layer and a fully connected layer, then reduce the 
dimensions to the full connectivity layer output. The function of 
D is equivalent to a binary classifier, used to distinguish the 
input data is generated by the generator of false data or real data, 
so the discriminator must have a good classification ability, 
CNN has a good performance in classification accuracy, it is 
widely used in image classification task [33], so the 
discriminator is CNN. 

C. Parameter Training 

The XGBoost model uses the exact greedy algorithm to find 
the optimal features and the optimal cut-off points [34-37]. The 
training process is as follows:  

(1) Initialize the split payoffs and gradient statistics, 
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(2) For each feature mk ,...,2,1 , the following steps are 
performed:  

First initialize the first-order gradient statistics and the 
second-order gradient statistics of the left subnode, 

0,0 LL  HG , and then sort the values of all samples 
contained in the node under this feature, after sorting according 
to 

jj hHHgGG  LLLL , and LRLR , HHHGGG   
this way to the left sub-node and the right sub-node of the 

gradient statistics, and then calculate the final split after the 
income, choose the largest income.  
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(3) Finally, find the most profitable feature and split the split 
point. The MODEL iterates the process until it stops. 

The generated adversarial network model and LSTM and 
GRU models are all trained by Adam algorithm [38]. The 
specific steps are:  

(1) First initialize the learning rate of generator G and 
discriminator D, the weight parameter   and the hyper 
parameter  in the penalty term,  

(2) And then determine whether the model has converged, if 
there is no convergence, update the weight   in G according to 
the Adam algorithm,  θ G

newL   ,  

(3) And then update the weight  w Dw L   in D,  
(4) And repeat this process until the model converges to the 

end.  
The WGAN-GP model is generated by GRU. The number of 

GRU neurons is 1024 and 512. To avoid over fitting, the drop 
out value is 0.02, the learning rate is 0.0001, the small sample 
size is 128, the number of training of epochs is 100 iterations, 
then two full-connection layers are added, and the number of 
full-connection layers in the last layer is consistent with the 
output step to be predicted. The discriminator consists of three 
convolution layers, the convolution layer consists of three 
one-dimensional convolution layers, the number of neurons are 
32, 64 and 128 respectively, the flat layer and the fully 
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connected layer consist of 220 neurons. All layers except the 
output layer are set to Leaky Rectified Linear Units (Leaky 
ReLUs) as the activation function, the alpha is 0.01. The output 
layer sets a linear activation function and gives a scalar score at 
the end, at the same time, the same discarded value as the 
generator is used to prevent over-fitting. In the LSTM model, 
the learning rate is 0.0001, the batch size is 64, and the number 
of training of epochs 60 iterations. In the GRU model, the 
learning rate is 0.0005, the batch size is 256, and the number of 
training of epochs 50 iterations. 

The generator G is a gated loop unit. The difference between 
the generator G in this article and the G in the original GAN 
model is that instead of directly inputting the preprocessed data 
into the generator G, the XGBoost model is used to estimate the 
index and the technical indicators are optimized and input into 
G, and finally the output of G is given to the discriminator D 
together with the original data set. The advantage of this is that 
the feature factors filtered by the XGBoost model are input into 
G, which can reduce the complexity of G and improve the 
generalization ability of the generated model. 

This article uses CNN as the discriminator D, and its network 
structure is shown in Figure 2. CNN is a deep neural network 
that includes an input layer, multiple hidden layers, and an 
output layer. The hidden layer in this article includes 
convolutional layer, flattening and fully connected layer. First, 
input the feature sequence, then extract the features through the 
convolutional layer, and then reduce the dimension and output 
through the fully connected layer. Among them, the 
convolutional layer is composed of three one-dimensional the 
convolutional layer is composed of 32, 64, and 128 neurons. 
Finally, a flattened and fully connected layer is added. It is 
composed of 220 neurons. All layers except the output layer are 
set to Leaky Rectified Linear Units (Leaky ReLUs) as the 
activation function, the alpha is 0.01. The output layer sets a 
linear activation function and gives a scalar score at the end. The 
function of D is equivalent to a binary classifier, which is used 
to distinguish whether the input data is fake data generated by 
the generator or real data, therefore, the discriminator must have 
a good classification ability, CNN has a good performance in 
the classification accuracy, is widely used in the image 
classification task, so we choose CNN as the discriminator. 

D. Evaluation Indicators 

In order to compare the out-of-sample prediction effects of 
the LSTM, GRU model and the generative adversarial network 
model, this paper uses the root mean square error to express, the 
evaluation index calculation formula is as follows: 
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In (15), n  is the number of real data samples, 
ix  is the real 

closing price, and 
ix   is the predicted closing price. 

III. DATA INTERPRETATION AND PREPROCESSING 

A. Data Set 

The financial time series data collected in this paper are all 
from the financial WIND database. The data set is Alibaba's 
stock price data, valuation indicators, technical indicators, and 
stock price trends extracted according to Fourier transform from 
September 2014 to September 2021.  

The stock price data is the opening price, closing price, 
highest price, lowest price and trading volume. 

Valuation indicators include price earnings ratio (PE) and 
price-to-sales ratio (PS), PE is the ratio of stock price to 
earnings per share and is one of the most important measures of 
the value of a stock. PS is the price of a stock divided by sales 
per share and can be used to determine the value of a stock 
relative to past performance. 

Technical indicators include overbought and oversold factors 
and trend factors. Overbought and oversold factors include 
price momentum and Bollinger bands in different time periods 
in the past, trend factors including moving averages of similarity 
and differences, moving averages of different lengths of time, 
and exponential moving averages.  

Based on the daily closing price, we created the Fourier 
transform to extract the long term and short term trends of 
Alibaba shares. The Fourier transform takes a function and 
creates a series of sine waves that, when combined, approximate 
the original function, which helps the GRU choose its predicted 
trends more accurately. 

The total number of features collected in the original data is 
23, we need to pre-process the original data, for the downloaded 
financial stock data, we need to check the outliers and missing 
values. For the missing values, the method we use is to take the 
average of two adjacent numbers, then normalize the data, and 
divide the training set and the test set. The predicted stock in the 
model is Alibaba, with a total of 1747 observations and 23 
characteristic variables, and the training set is separated from 
the test set by a dashed line, as shown in Figure 3. The test data 
set started on September 3, 2019. 

 

 
 

Figure 3. Training set and test set 
 

B. Data Structure 

In this section we will show the data set structure of the input 
to generator g and the output structure after generator G. The 
original data is a two-dimensional structure with mxxxx ,...,,, 210  
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as the number of features and mtttt ,...,,, 210  as the time. The 
original shape of the data is (1747,23), where 1747 is the 
number of samples and 23 represents the number of features per 
sample, in order to predict the future trend of stock prices, the 
original data must be reconstructed into a three-dimensional 
structure, that is, an additional dimension of the time step. The 
data set after the creation of the time step is transformed into a 
three-dimensional structure (1747,30,23), where 30 refers to the 
time step parameter, to use data from the past 30 days to predict 
future data, we use a scroll window equal to 1 to divide the data 
set, as shown in Figure 4. 

 

 
 

Figure 4. Input data structure 
 

IV. TEST RESULTS AND ANALYSIS 

A. Model Training Results 

The following results were obtained by training XGBoost and 
WGAN-GP in the manner described in section 1.3. First of all, 
the model of XGBoost selects the feature factor. The parameters 
of the model are adjusted by grid search method [39]. Some 
parameters are: the maximum depth of the tree is 6, the learning 
rate is 0.1, the maximum number of iterations is 50, and the 
objective function is logistic, the maximum depth of the tree 
means that the decision tree will stop splitting when the number 
of splits is greater than Max. After training, the model gets the 
importance rank of each feature, as shown in Figure 6. Feature 
importance indicates the importance or value of each feature in 
the model. The more a feature makes key decisions in the 
decision tree, the more important the feature is, that is, the more 
times a feature is used to build a decision tree in the model, the 
higher its score, with the vertical axis showing the names of the 
features and the horizontal axis showing the importance of the 
features, with the MACD as a split feature 290 times. 

 

 
 

Figure 5. Feature importance score ranking 

After each feature importance score is obtained, the feature 
importance can be selected by testing several thresholds and by 
measuring the area under the curve (AUC) [40]. There are two 
kinds of parameters to set the threshold, the median value and 
the average value of feature importance. When the value of 
feature importance is greater than or equal to the threshold 
value, the feature is extracted, otherwise it is discarded. The 
final result is shown in Figure 6. As you can see, when the 
number of features is 19, the AUC value of the test set is 
83.01%, thus reducing the number of original features from 23 
to 19. 

 

 
 

Figure 6. Model prediction accuracy under different number of 
features 

 
Figure 7 below shows the training errors of generator G and 

discriminator D in the WGAN-GP model, and the blue line is 
the loss path of the discriminator, and the orange line is the loss 
path of the generator. We can see that the loss function of 
discriminator decreases to zero as the number of iterations 
increases. 
 

 
 

Figure 7. Loss function of WGAN-GP 
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B. Comparison of Results of Different Methods 

 

 
Figure 8. LSTM model test set results 

 

 
 

Figure 9. GRU model test set results 
 

 
 

Figure 10. WGAN-GP model test set results 
 

Figures 8, 9 and 10 show the predicted and true values of the 
LSTM, GRU, and WGAN-GP model, respectively. It can be 
seen that the prediction trend of the three models outside the 
sample is basically the same as that of the real data, but 
WGAN-GP model can better fit the trend of the real data as a 
whole compared with the LSTM and GRU. The fitting effect of 
LSTM model and GRU model is far less than that of WGAN 
model. With the increase of the amount of data out of the 
sample, in a period of 2020, the three models all deviate from 
the real data, but the LSTM and GRU models both deviate more 
than the WGAN model. After 2020, the prediction error of the 

three models decreases, the predictive power of the WGAN 
model is still the best. In addition, compared with the GRU 
model, the GRU model is slightly better than the LSTM model. 
After 2020, the prediction error of the GRU model is less than 
that of the LSTM model. The results show that the prediction 
data of WGAN-GP model fits the real data as a whole, and there 
is no major deviation, it proves a strong predictive ability. 

C. Model Evaluation 

In order to verify the effectiveness of this model, the stock 
price data of Google and Amazon are selected for further 
empirical research according to the same method. Table 1 
below compares the root-mean-square errors of the three stocks 
outside the samples of the three models. It can be seen that the 
WGAN-GP model can still best capture the nonlinear 
characteristics of financial sequences, and the prediction 
accuracy is the highest and stable outside the sample. 
 

Table 1. RMSE summary of different models 
Model Alibaba Google Amazon 

GRU 0.97 0.95 0.98 

LSTM 1.34 1.05 0.81 

WGAN-GP 0.51 0.49 0.54 

 

V. CONCLUSION 
This paper uses the XGBoost algorithm to optimize the 

characteristics of the index factors, and further compares the 
out-of-sample forecasting capabilities of the classic time series 
forecasting model LSTM, GRU and the generative 
confrontation network model. We used the XGBoost algorithm 
to optimize the features of the input value of the generator G in 
the generative confrontation network model to reduce the 
complexity of the generative model and improve the 
generalization ability of the model outside the sample. At the 
same time, to prove the universality of this model the stock 
prices of Google and Amazon are selected for the demonstration 
by the same method. The test results show that the model in this 
paper has high prediction accuracy, and the model is relatively 
stable, and the root mean square error is stable at about 0.5. 
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