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Abstract—The distribution optimization of WSN nodes is 

one of the key issues in WSN research, and also is a 

research hotspot in the field of communication. Aiming at 

the distribution optimization of WSN nodes, the 

distribution optimization scheme of nodes based on 

improved invasive weed optimization algorithm(IIWO) is 

proposed. IIWO improves the update strategy of the initial 

position of weeds by using cubic mapping chaotic 

operator, and uses the Gauss mutation operator to 

increase the diversity of the population. The simulation 

results show that the algorithm proposed in this paper has 

a higher solution quality and faster convergence speed 

than IWO and CPSO. In distribution optimization 

example of WSN nodes, the optimal network coverage rate 

obtained by IIWO is respectively improved by 1.82% and 

0.93% than the IWO and CPSO. Under the condition of 

obtaining the same network coverage rate, the number of 

nodes required by IIWO is fewer. 
Keywords—improved invasive weed optimization 

algorithm, wireless sensor networks, node location, CPSO, 

IWO  

I. INTRODUCTION 
he wireless sensor network(WSN) is a multihop 

wireless network combined by a set of sensor nodes which 
are static or moving in the form of self-organization. It has the 
advantages of strong invulnerability and rapid deployment, 
and also has an extensive application prospect in civilian and 
military use. In recent years, it has become a research hotspot 
both at home and abroad[1-2]. The research shows that the 
reasonable arrangement of sensor nodes is beneficial to 
improve the comprehensive performance of WSN, but the 
phenomenon of channel disturbance and information 
redundancy is also prone to appear, which will cause the 
energy waste. Therefore, how to reasonably deploy sensor 

 

nodes and optimize network performance has become one of 
the key technologies of WSN. 

For the problem of the distribution optimization of WSN 
nodes, many scholars at home and abroad use artificial 
intelligence algorithm to deal with it. However, almost all 
intelligent algorithms are easy to fall into the problems of local 
optimum [3-5], premature convergence and slow later 
convergence. Therefore, scholars have proposed using other 
operators to improve the original algorithm in order to improve 
its performance of searching optimization. For example, 
Rani[6] and others combine the differential evolution operator 
with the ABC algorithm and put forward a DABC algorithm to 
solve the distribution optimization problem of WSN node. 
Bishan[7] and others, according to the node dormancy 
strategies, divide the node distribution phase, and use the 
power law to update the component of glowworm swarm 
optimization(GSO) to get the optimal coverage of WSN. 
Saravanan and others[8] use the data aggregation operator to 
improve the ant colony algorithm(ACO) to maximize the 
effective coverage area of WSN and put forward an optimized 
mechanism of WSN node distribution based on DAACO 
algorithm. 

Invasive weed algorithm (IWO) is widely used in 
multi-objective optimization problems[9-10], but is seldom 
used in the research of the distribution optimization of WSN 
nodes. Like other algorithms, the basic IWO algorithm also 
has the problems of premature convergence and low 
convergence accuracy. Aiming at the above problems, this 
paper proposes an improved IWO (IIWO) to effectively avoid 
the phenomenon of algorithm premature, and the Gaussian 
mutation operator is introduced to select a certain number of 
weed seeds to produce variation individuals, which will ensure 
the diversity of population in this paper through the standard 
function test and WSN simulation example.    

II. MATHEMATICAL PROBLEM DESCRIPTION 
If there are n WSN nodes in the whole area, the region A 

can be discretized into the s s grid and the area of each grid 
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is 1.  For any net point jp（ 1,2, ,j m n  ）, the distance 

between it and is is 

2 2( ) ( )ij i j i jd x x y y                 (1) 

There are two types of the measurement model of the WSN 
node[10]: the first one is the binary measurement model; the 
second one is the probabilistic model. This paper uses a 
common probabilistic measurement model to calculate its 
coverage. 
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In the formula, (0 )e eR R R  is the effective measuring 

radius of the sensor, 1= e ijR R d   , 2 = +e ijR R d  ,other 
quantities are measured parameters. 

If all nodes are detected and they are independent events, 
then according to the probability that the point jp is detected 
by a single node, the synthetic probability that it can be 
detected by all nodes can be obtained simultaneously. 

          1 (1 )j ij

i n

C C


                      (3) 

In the formula, if jC  is greater than or equal to a particular 

threshold tC , then the point jp is considered that can be 

detected by the node; on the contrary, if jC is less than the tC

, then jp is considered that can’t be detected. Through many 

experiments, this paper chooses =0.75tC . 

Then, through the synthetic probability that jp is detected, 
we measure the coverage rate of each grid. That is, through the 
formula(3), the detected probability of each grid point can be 
calculated. We take the proportion of the number of the grid 
points that are detected in the total number of grid as the 
coverage rate of WSN. The specific mathematical description 
is 
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Therefore, the distribution optimization problem can cover 
the whole target area through the optimization algorithm. That 
is, this problem can be converted to the maximization problem 
of equation (5), that also is 
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III. IMPROVED INVASIVE WEED ALGORITHM  

A. Description of IWO 

IWO is a simulation of weed cloning, land occupation, 
growth and reproductive behavior. The algorithm consists of 
five steps, that is population initialization, growth and 
propagation, spatial expansion, eliminate through competition 
and stopping criterion [11]. Each weed individual corresponds 
to an objective function value that is the WSN area coverage 
rate. The specific steps are as follows. 

Step1. Population initialization. The location of weed i is 
randomly generated from the following formula 

(0,1) ( )i L U Lrand   X X X X     (6) 

In the formula, 1 2[ , , , ]i i i iDx x xX （ 1,2, , Ii P ）, D  

is the dimension of the solution vector, IP  is the number of 

initial population scale. UX and LX are respectively the 

upper limit and lower limit of iX . 

Step2. Growth and propagation. The fitness value ( )if X  
of each weed seed is calculated. Each individual produces the 
number of seeds based on the maximum fitness value maxf and 

minimum fitness value minf of the population, and the better 
individual of the population, the more the number of the 
produced seeds. For the maximum optimization problem, the 
number of seeds sP produced by each individual can be 
computed by the following formula[12] 
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X
     (7)  

In the formula, maxS  and minS  are respectively the maximum 
and minimum number of seeds. 

Step3. Spatial expansion. Seeds produced by weeds are 
randomly distributed in the neighborhood of their parent 
weeds by the normal distribution 2(0, )iterN  . In the 
algorithm iteration process, the law of the variation of the 
standard deviation can be described as 
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In the formula, w is the nonlinear adjustment factor; I and

F  are respectively the initial standard deviation and final 

INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING 
DOI: 10.46300/9106.2022.16.65 Volume 16, 2022

E-ISSN: 1998-4464 526



standard deviation of seed sowing; iter  is the standard 
deviation of the iter th generation. It should be pointed out 
that through the above search mechanism, the distribution 
position of seeds will be closer to their parent individuals as 
the increase of the number of iterations, so as to realize 
searching optimization. 

Step4. Elimination through competition. After several 
iterations, when the number of the population exceeds the 
maximum population size maxP , all individuals should be 

sorted in order of the fitness value. The first maxP individuals 
with the high fitness value are reserved. 

Step5. Stopping criterion. Steps (2)~(4) are repeated. The 
individual with the best fitness value of each generation 
population is recorded. Until the number of iterations reaches 
the maximum number of iterations maxiter , the algorithm 
stops, then the optimal solution of iteration is output. 

B. Design of  IWO 

In the IWO, the initial location of random weeds may lead to 
uneven location distribution. The characteristics of the 
randomness and regularity of chaotic operators and the 
traversing any state in a certain scope without repetition should 
be considered. According to the document [13], this paper uses 
cubic mapping chaotic operator to improve the initialization of 
weed position in a chaotic model. A chaotic sequence is 
generated, and the search of weed initial position is realized by 
using chaotic characteristics.  

Step1. 1( , , )dy yY is generated randomly, 

[ 1,1]iy   , 1 i d  . 
Step2. We use the formula (10) to make the 1M  times 

iterations for Y dimension by dimension, then the rest of
1M  individuals are generated.    

Step3. The generated chaotic variable is mapped to the 
search space of the solution according to formula (9) 

(1 )
2

U L
id L id

x x
x x y


                (9)  

In the formula, idx is the position of weed i  in d  dimension. 

idy  is the generated d th dimension values of weed i  by 

using the formula(9). Ux and Lx are respectively the upper 

limit and lower limit of the value of idx . 
This paper selects a certain number of weed seeds at random 

after step (3), and uses Gauss mutation operator to operate it. 
The individual iV after mutation can be obtained. 

( )i i B ie  V X X X                 (10)  

In the formula, e  represents the Gaussian distribution with a 
mean value of 0 and a variance of 1. BX  is the individual with 
the highest fitness value in the current population. For 
variation individuals, there is a random interference which 

obeys the Gauss distribution between the parent and the 
current optimal individual [14], which may lead to the location 
of the variation individuals out of the search scope of the 
algorithm. Therefore, when the value of the variation 
individual iV is not within the range of the search, the position 
is searched again through the following formula 

( )i L U Le  V X X X                (11)  

The cubic chaotic operator and Gauss mutation operator are 
introduced to improve the traditional IWO, and an improved 
IWO is generated. The pseudo-code for the IIWO is shown 
below. 

1 Weed position is generated randomly by cubic 
chaotic operator 

2 For iter=1  to maxiter   
3 maxf and minf of the population are calculated 
4 For each weed individual  
5 Determine the number of seeds produced by each 

weed 
6 Seeds are generated by the random distribution 
7 The fitness value of seeds is calculated 
8 New individuals are generated by using Gauss 

mutation operators 
9 End 
10 Individuals are sorted in ascending order according 

to fitness values 
11 If 

sP > maxP  

12 Select the first maxP individuals with high fitness 
value 

13 End 
14    iter=iter+1  
15 End 

IV. SIMULATION  

A. Standard Function Test 

This paper uses four standard test functions proposed by 
document[15] to test, and compares it with CPSO(chaotic 
PSO, CPSO for short) and IWO. The global minimum of the 
four functions is 0, and the number of iterations is 500 times. 
Then 30 independent tests of each test function are made 
through each algorithm. The table1 gives the statistical results 
of the test, including mean value(Mean) and standard 
deviation(SD). 

 
Table 1. Standard function test results 

Function Index IWO CPSO IIWO 

Sphere 
Mean 1.65e-20 1.52e-58 5.95e-60 

SD 4.21e-20 884e-58 8.03e-60 

Ackley 
Mean 1.93e-07 8.32e-12 1.24e-15 

SD 2.03e-06 1.28e-13 2.34e-15 

Rastrigin Mean 3.28e-16 1.48e-25 4.25e-29 
SD 2.29e-16 4.65e-25 8.51e-30 

Griewank 
Mean 5.32e-04 1.59e-16 2.24e-16 

SD 8.41e-03 1.54e-16 1.38e-16 
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From the table, we can see that when CGSO is in Sphere, 
Ackley and Rastrigin functions, the mean value and standard 
deviation of it are superior to the IWO and CPSO, and the both 
have obvious increase of orders of magnitude. For example, 
the IIWO in Sphere function is respectively improved by 40 
and 2 orders of magnitude than IWO and CPSO. Although the 
performance of IIWO in the Griewank function is lower than 
that of CPSO, the mean value and standard deviation of them 
are at the same order of magnitude. This shows that, compared 
with the other two algorithms, IIWO can fully develop the 
information of the object that is searched, and has high quality 
of solution. 

B. Simulation Example of WSN 

    To test the validity of IIWO in dealing with the problem of 
distribution optimization of WSN nodes, the effective 
monitoring range of WSN of this simulation is the square area 
100m 100m, the perception radius R of each sensor node is 
7m and 100 WSN nodes are distributed randomly in the range 
of monitoring. IWO, CPSO and IIWO are iterated for 500 
generations, and operated 30 times repeatedly. The best 
solution should be recorded. In addition, the number of the 
population of the three algorithms is set as 20. The other 
parameters are shown in Table 2. 

Table 2. Parameter settings for three algorithms 

Algorithm     Parameter setting 

IWO max 10S  , min 0S  , 1I  , 0.01F    
CPSO 1 2 2c c  , 0.8W   
IIWO max 10S  , min 0S  , 1I  , 0.01F   

 
From Table 3, we can see that the success probability of 

WSN distribution optimization dealt by the IWO which is 
improved by chaotic operator and Gauss mutation operator is 
increased greatly. The average coverage rate of WSN that is 
obtained through IIWO is 2.8% and 13.3% higher than the 
other two algorithms respectively. 

 
Table 3. Comparison of the results of three algorithms 

 IWO CPSO IIWO 
The covering times 
over 80% 41 47 50 

The covering times 
over 90% 38 43 48 

Average coverage rate 84.2 % 94.8% 97.5% 
 

The iterative curves that three algorithms deal with the 
optimal solution of the coverage of network nodes are shown 
in Figure 1.  

 
Figure 1. The iterative curve  of three algorithms 

 
From Figure 1, we can see that the IWO and CPSO begin to 

converge after 479 and 197 iterations respectively, while 
IIWO begins to converge after the 95 iteration. The optimal 
rate of IIWO is 99.28%, and the CPSO and IWO are 98.88% 
and 97.05% respectively. This shows that the IIWO has the 
fast convergence speed. 

The population size is respectively set as Table 4. Each of 
them is iterated for 300 generations. The final obtained 
network coverage rate of each algorithm is recorded, which is 
shown in table 4. From the table 4, we can see that IIWO has 
strong robustness. 

 
Table 4. Comparison of the three algorithms 

Algorithm 
Population size 

10 20 30 
IWO 67.6% 81.6% 83.5% 
CPSO 82.6% 90.3% 93.1% 
IIWO 90.0% 92.1% 96.9% 

 
The simulation of the network coverage rate based on the 

number of different nodes is designed. The curves of the 
network coverage rate of the three algorithms as the change of 
node density are shown in Figure 2. From the figure, we can 
see that in order to achieve more than 95% coverage rates, 
CPSO and IWO need to respectively arrange 150 and 200 
nodes, while IIWO only needs to arrange 125 nodes. This 
shows that, compared with the other two algorithms, IIWO has 
strong ability to mine the global information. 
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Figure 2. Network coverage comparison diagram 

From Figure 3, we can see that the nodes with chaotic initial 
state can be distributed evenly and have relatively small 
overlap coverage rate after the optimal arrangements of IIWO. 
Therefore, the distribution optimization strategy of WSN 
nodes based on IIWO proposed by this paper can reasonably 
solve the problem of network coverage optimization and can 
effectively improve the network coverage rate. 

 

 
Figure 3. Node distribution graph of initial time 

V. CONCLUSION 
The performance of improved invasive weed optimization 

algorithm (IIWO) and its application for coverage 
optimization in wireless sensor networks are discussed in this 
paper. Firstly, on the premise that connectivity among nodes 
was guaranteed, we established a mathematical model to 
achieve the coverage of objective area with wireless sensor 
networks. And this problem was transformed into function 
optimization based on this algorithm. Then, the invasive weed 
optimization algorithm was used to search the optimal 
deployment with the strong search performance. The cubic 
mapping chaotic operator was introduced to enhance the 
ability of local search and robustness, and the gauss mutation 
operator was used to keep the diversity of population. Lastly, 

the proposed algorithm had been verified through the 
numerical benchmark functions and coverage simulation. All 
the results showed that our proposed algorithm had fast 
convergence speed, nice robustness and strong ability of data 
mining. Hence, it had the ability to solve the problem of 
deployment problem in wireless sensor networks. 

In future, IIIWO can be widely used in multi-objective 
optimization problems. The Gaussian mutation operator is 
introduced to select a certain number of weed seeds to produce 
variation individuals, which will ensure the diversity of 
population. 
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